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Introduction

●
P

reserving C
ulture:

○
There are currently about 7000 languages in the w

orld, 
50-90%

 of w
hich w

ill be dead or endangered by the end 
of this century

○
Languages are an integral part of our identities and 
culture

○
Languages also hold a significant am

ount of know
ledge

●
C

om
m

unity P
riorities:

○
The indigenous com

m
unities are highly m

arginalized 
com

m
unity

○
They m

ust to be heavily involved during the process to 
ensure that the w

ork being done is w
hat they need and 

w
ant

●
U

nder R
epresentation in N

LP
:

○
88%

 of the languages spoken in the w
orld are 

underrepresented in N
LP

○
Less N

LP technology support m
eans less users exposed 

to the languages
○

Few
er speakers creating language content = scarcity of 

resources = hindrance in the developm
ent of N

LP 
technology 

Future W
ork

●
O

ptim
izing the translation m

odel
○

B
ack translation: produce synthetic data 

using back translation in order to enlarge the 
dataset

○
Transfer learning: train the m

odel on a higher 
resourced but sim

ilar language first, such as 
Inuktitut, and then fine tune the m

odel to 
C

herokee
●

O
ptical C

haracter R
ecognition

○
G

A
N

 m
odel for im

age denoising
●

C
om

m
unity collaboration

○
It is crucial that w

e w
ork w

ith the indigenous 
scholars and com

m
unity m

em
bers in order to 

m
eet com

m
unity needs

●
C

hildren’s books using im
age recognition and 

generation

R
eferences

●
S

hiyue Zhang, B
en Frey, and M

ohit B
ansal. 

2022. H
ow

 can N
LP H

elp R
evitalize 

E
ndangered Languages? A C

ase S
tudy and 

R
oadm

ap for the C
herokee Language. 
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O
ur M

ethods

●
N

eural M
achine Translation 

○
Train C

herokee-to-E
nglish N

M
T m

odel using O
penN

M
T-py

●
O

ptical C
haracter R

ecognition 
○

E
nhance the pre-existing dataset by retrieving parallel data from

 
sources such as children’s books using O

C
R

Findings and D
iscussion

●
M

achine Translation
○

C
herokee-to-E

nglish M
T m

odel trained on a B
ible dataset yielded 

a B
LE

U
 score of 35.74

○
The B

LE
U

 score dropped to 13.695 w
hen the m

odel w
as trained 

on a larger dataset since the dataset included both old and new
 

E
nglish

○
It is extrem

ely difficult to find m
ore data sources given that 

C
herokee is a low

 resource language
●

O
ptical C

haracter R
ecognition

○
Q

uality of O
C

R
 is highly dependent on the quality of data

○
The available docum

ents are often too noisy 

U
sing O

C
R

 to extract C
herokee text from

 P
D

F


