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Abstract

This paper studies location routing and scheduling problems, a class of problems in which
the decisions of facility location, vehicle routing, and route assignment are optimized simulta-
neously. For a version with capacity and time restrictions, two formulations are presented, one
graph-based and one set-partitioning-based. For the set-partitioning-based formulation, valid
inequalities are identified and their effectiveness is demonstrated empirically. Two versions of
a branch-and-price algorithm are described and the results of computational experiments for
instances with 25 and 40 customers are discussed.

1 Introduction

Determining where to locate facilities and how to distribute goods to customers are important
decisions that arise in the design of logistics systems. When customers demand less-than-truckload
quantities and can be served on multiple-stop routes, the location decision and the routing decision
are interdependent and must be optimized jointly. Location and routing problems (LRPs) seek to
minimize total cost by simultaneously selecting a set of facilities and constructing a set of delivery
routes that satisfy the specified system constraints. LRPs, however, implicitly assume that each
vehicle covers exactly one route. This may potentially overestimate the number of vehicles required
and the associated distribution cost. In many cases, it is possible to serve multiple routes with a
single vehicle, in which case the decision of assigning routes to vehicles becomes interdependent with
the location and routing decisions. In this paper, we consider a class of problems that integrates
the decisions of facility location, vehicle routing, and route assignment and seeks to minimize the
total cost. We refer to such problems as location routing and scheduling problems (LRSPs).

The LRSP generalizes and subsumes several well-studied problem classes, such as the LRP, the
vehicle routing problem (VRP), and the multi-depot VRP (MDVRP). Given a set of candidate
facility locations and a set of customer locations, the objective of the LRSP is to select a subset of
the facilities, construct a set of delivery routes, and assign routes to vehicles in such a way as to
minimize total cost subject to satisfaction of the system’s constraints. As far as we know, only two
papers in the literature, Lin et al. (2002) and Lin and Kwok (2005), have considered LRSPs and
neither of these defines the class in full generality. Lin et al. (2002) describe an application of the
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LRSP as it arises in the delivery of telephone bills to housing projects in Hong Kong. They propose a heuristic approach in which they divide the problem into three phases - facility location, vehicle routing, and vehicle assignment - and make multiple passes through each phase. The authors test their algorithm on generated instances including up to 12 customers and 4 facilities and on a real instance with 27 customers and 4 facilities. Lin and Kwok (2005) extend the heuristic algorithm of Lin et al. (2002) to solve instances of a multi-objective LRSP in which they seek to balance total cost, total vehicle time, and total vehicle load. They test the algorithm on real instances with 27 and 89 customers and on generated instances with 100 and 200 customers. Although Lin et al. (2002) report the development of a branch-and-bound algorithm to solve instances of the LRSP exactly, neither Lin et al. (2002) nor Lin and Kwok (2005) provides a formulation of the problem.

The main contributions of this paper are three-fold. First, we present two related formulations, one graph-based and one set-partitioning-based, for a version of the LRSP in which there are capacity restrictions on both the facilities and vehicles, as well as time restrictions on the vehicles. Second, we identify several classes of valid inequalities that can strengthen the set-partitioning-based formulation and demonstrate their effectiveness empirically. Third, we develop two versions of a branch-and-price algorithm that can provide optimal solutions for a variety of instances.

The remainder of the paper is organized as follows. Section 2 provides a formal description of the general LRSP and presents two formulations of the problem. Section 3 describes the components of the branch-and-price algorithm. Section 4 presents results of the computational experiments. Section 5 concludes the paper and provides direction for future research.

2 LRSP Description and Formulations

We consider an LRSP with capacity constraints on the facilities and on the vehicles, as well as time constraints on the vehicles. In particular, given a set of candidate facility locations and a set of customer locations, we seek a solution in which (i) each customer is visited exactly once, (ii) each route starts and ends at the same facility, (iii) the total demand of the customers assigned to a route is at most the vehicle capacity, (iv) the total working time of a vehicle is no more than the time limit, and (v) the total demand of the customers assigned to a facility does not exceed the capacity of the facility. The described problem is NP-hard. To see this, consider an instance of the LRSP in which there is at most one vehicle at each facility, there are no facility fixed costs, and the vehicle time limit is unrestricted. Such a special case is equivalent to an instance of the MDVRP, which was shown to be NP-hard by Bodin et al. (1983) and Lenstra and Kan (1981).

We develop models for the delivery form of the LRSP and assume that there is no service time at the customers. The models, however, can be adapted easily for pickup problems and for nonzero service times. At the heart of the LRSP is a network flow structure, deriving from the routing of customer demands, that is constrained through the vehicle and facility capacities. Hence, we consider both arc-based and path-based formulations for the LRSP, as each has been widely applied for related problems. In Section 2.1, we present a three-index commodity flow formulation of the LRSP. In Section 2.2, we present a set-partitioning-based formulation of the problem. In Section 2.3, we introduce several classes of valid inequalities to strengthen the set-partitioning-based formulation.
2.1 Graph-Based Formulation of LRSP

For the related problems of LRP and VRP, the literature contains two main types of graph-based models, vehicle flow and commodity flow. In both formulations, integer variables represent the number of times a vehicle traverses a given arc or edge in an underlying graph. In commodity flow formulations, an additional variable representing the number of units of a given commodity transported along the arc is present. In general, vehicle flow models contain an exponential number of subtour elimination constraints, whereas commodity flow models, with the help of additional flow variables, use a polynomial number of constraints to eliminate subtours. For the LRP and the VRP, two-index vehicle flow formulations are preferred in solution algorithms based on branch-and-cut since these formulations include a smaller number of variables and their LP relaxations yield better bounds. However, it is not possible to formulate the LRSP using variables with only two indices because of the time constraint for the vehicles. In this context, we require a three-index commodity flow model.

To formulate the model, we introduce the following notation. Let $I$ be the set of customer locations and $J$ be the set of candidate facility locations. We define a graph $G = (N, A)$ where $N = I \cup J$ is the set of nodes and $A = (J \times I) \cup (I \times I)$ is the set of arcs. Let $H$ be the set of vehicles, and let $\{H_j\}_{j \in J}$ be a partition of $H$ into homogeneous sets of vehicles assigned to each facility.

Parameters

- $C_f^j$ = daily equivalent fixed cost of opening facility $j$, $\forall j \in J$,
- $C^O$ = vehicle operating cost per unit travel time,
- $C^V$ = daily equivalent fixed cost of a vehicle (including the driver cost),
- $D_i$ = demand of customer $i$, $\forall i \in I$,
- $L_f^j$ = capacity of facility $j$, $\forall j \in J$,
- $L^V$ = capacity of a vehicle,
- $L^T$ = time limit for a vehicle and the driver, and
- $T_{ij}$ = travel time between locations $i$ and $j$, $\forall (i, j) \in A$.

Decision Variables

\[
x_{ikh} = \begin{cases} 
1 & \text{if vehicle } h \text{ travels on arc } (i, k), \forall h \in H, (i, k) \in A, \\
0 & \text{otherwise,}
\end{cases}
\]

\[
y_{ikh} = \text{flow on arc } (i, k) \text{ carried by vehicle } h, \forall (i, k) \in A, h \in H,
\]

\[
t_j = \begin{cases} 
1 & \text{if facility } j \text{ is selected}, \forall j \in J, \\
0 & \text{otherwise,}
\end{cases}
\]

\[
v_h = \begin{cases} 
1 & \text{if vehicle } h \text{ is used}, \forall h \in H, \text{ and} \\
0 & \text{otherwise.}
\end{cases}
\]
Minimize \[
\sum_{j \in J} C_j^P t_j + C^V \sum_{h \in H} v_h + C^O \sum_{h \in H} \sum_{(i,k) \in A} T_{i,k} x_{i,k}
\]  
subject to \[
\sum_{h \in H} \sum_{k \in K} x_{i,k} = 1 \quad \forall i \in I,
\]  
\[
\sum_{k \in K} x_{i,k} - \sum_{k \in K} x_{k,h} = 0 \quad \forall i \in I, h \in H,
\]  
\[
\sum_{h \in H} \sum_{k \in K} y_{i,k} - L_j^P t_j \leq 0 \quad \forall j \in J,
\]  
\[
y_{i,h} - L_j^V x_{i,k} \leq 0 \quad \forall (i,k) \in A, h \in H,
\]  
\[
\sum_{k \in K} y_{i,k} + D_i \sum_{k \in K} x_{i,k} = 0 \quad \forall i \in I, h \in H,
\]  
\[
\sum_{(i,k) \in A} T_{i,k} x_{i,k} - L_j^T v_h \leq 0 \quad \forall h \in H,
\]  
\[
x_{j,k} = 0 \quad \forall j \in J, k \in K, h \in H, t \in J \setminus \{j\},
\]  
\[
x_{i,k} \in \{0,1\} \quad \forall (i,k) \in A, h \in H,
\]  
\[
y_{i,k} \geq 0 \quad \forall (i,k) \in A, h \in H,
\]  
\[
t_j \in \{0,1\} \quad \forall j \in J, and
\]  
\[
v_h \in \{0,1\} \quad \forall h \in H.
\]

The objective function (1) states that the total cost, which includes the fixed cost of the selected facilities, the fixed cost of the vehicles (including the driver cost), and the operating cost of the vehicles, should be minimized. Constraints (2) specify that exactly one vehicle must travel from customer node \(i\) to some other node. Constraints (3) require that a vehicle should enter and leave a node an equal number of times. For customer nodes, constraints (2) and (3) ensure that if a vehicle enters a customer node, it will leave this node and therefore that each customer node is served exactly once. For facility nodes, the number of visits by any vehicle can exceed one, since a vehicle can cover multiple routes. Constraints (4) ensure that the total outbound flows to the customer nodes from each facility do not exceed its capacity. Constraints (5) are vehicle capacity constraints and define the relationship between the binary variable \(x_{i,k}\) and the flow variable \(y_{i,k}\). Each constraint ensures that flow between any pair of nodes cannot exceed the capacity of a vehicle. Constraints (6) require conservation of flow at each customer node; these constraints must be modified for pick-up problems. Constraints (5) and (6) together ensure that no route violates the vehicle capacity. The combined sets of constraints (2), (3), and (6) ensure that only valid traveling salesman tours that include a facility are formed, as in Nambiar et al. (1981). Constraints (7) limit the total time of a vehicle's schedule to the time limit. Constraints (8) restrict travel on the arcs originating from a facility to vehicles located at that facility. Constraints (9), (10), (11), and (12) are the integrality and non-negativity requirements on the variables.

G-LRSP is a three-index commodity flow formulation. Because of the facility and vehicle capacity restrictions, we cannot know a priori the number of vehicles required at each facility, though the number is clearly at most \(|I|\). Thus, this formulation can require up to \(O(|I|^4)\) binary variables and \(O(|I|^4)\) constraints, which can be as many as 6 million for an instance with 50 customers. Although it would be possible to develop a branch-and-bound algorithm for G-LRSP, we suspect that such an approach would not yield positive results, given the inherent symmetry in the formulation and the
known difficulty associated with solving related problems. Instead, we propose a set-partitioning-based formulation similar to those that have been successful for other hard combinatorial problems.

2.2 Set-Partitioning-Based Formulation of LRSP

In this section, we introduce a set-partitioning-based formulation of the LRSP. The set-partitioning-based formulation (SPP-LRSP) presented here is equivalent to the model obtained by applying Dantzig-Wolfe decomposition (DWD) to G-LRSP (for details, see Akca (2008)), though it was not developed using that technique. In the application of the DWD method, constraints (2) and (4) form the master problem, while the remaining constraints define the subproblem. This subproblem then can be decomposed by facility and further by vehicle. The equivalence of SPP-LRSP and the DWD of G-LRSP follows after a further reduction in the subproblem column set based on symmetry and constraints in the master problem.

To define the column set, the set-partitioning-based formulation uses the idea of a pairing, which we adopt from the pairing concept in the crew scheduling literature (e.g., Desrosiers et al. (1991), Vance et al. (1997), and Anbil et al. (1998)). In the crew scheduling literature, a pairing is a sequence of duty periods and represents a possible schedule for a single crew. In the LRSP context, a pairing is a sequence of routes that represents a possible (feasible) schedule for a single vehicle. In other words, as explained below, pairings are defined by the subproblem constraints in the DWD of G-LRSP, i.e., constraints (3), (5), (6), (7), (8), (9), (10), (11), and (12), decomposed by vehicle.

A pairing is feasible if (i) each route included in the pairing starts and ends at the same facility, (ii) for each route in the pairing, the total demand of the customers assigned to the route is at most the vehicle capacity, and (iii) the total travel time of the pairing is at most the vehicle time limit. In addition to these constraints, we require that (iv) each customer included in the pairing be visited only once. By adding constraint (iv), we prevent the generation of pairings that visit some customer(s) multiple times since such pairings are set to zero in an integer feasible solution of an LRSP.

Figure 1 shows two possible pairing constructions. Pairing 1 includes routes 1, 2 and 3; pairing 2 includes routes 4 and 5. Each pairing specifies the routes covered by a vehicle and has an associated cost, which is defined as the sum of the costs of the component routes plus a fixed cost for the vehicle. Since the cost of a multiple-stop route depends on the sequence of nodes visited, the pairing information implicitly includes sequencing information for each route. The cost of a pairing, however, is not affected by the ordering of the routes in the absence of time windows and thus is arbitrary. We will take this fact into consideration in the solution of the subproblem and will not generate symmetric pairings corresponding to different orderings of the same routes.

Given a set of candidate facility locations and the set of feasible pairings that can be constructed for each candidate facility, the objective of the LRSP is to select a subset of the facilities and an associated subset of pairings in such a way as to minimize the total cost subject to the following constraints: (i) each customer must be covered by exactly one pairing, (ii) the total demand of the customers assigned to a facility must not exceed the capacity of the facility, and (iii) vehicles cannot be associated with a facility unless it is open.

To present the formulation, we define additional parameters and decision variables. Associated with each candidate facility $j \in J$, we let $P_j$ be the set of all feasible pairings for facility $j$. 


Parameters

\[ a_{ip} = \begin{cases} 
1 & \text{if customer node } i \text{ is in pairing } p \text{ of facility } j, \ \forall i \in I, p \in P_j, j \in J, \\
0 & \text{otherwise,} 
\end{cases} \]

\[ C_p = \text{cost (vehicle fixed cost plus operating cost) of pairing } p \text{ of facility } j, \ \forall p \in P_j, j \in J. \]

Decision Variables

\[ t_j = \begin{cases} 
1 & \text{if facility } j \text{ is selected, } \forall j \in J, \\
0 & \text{otherwise,} 
\end{cases} \]

\[ z_p = \begin{cases} 
1 & \text{if pairing } p \text{ is selected for facility } j, \ \forall p \in P_j, j \in J, \text{ and} \\
0 & \text{otherwise.} 
\end{cases} \]

\[ \text{(SPP-LRSP) Minimize } \sum_{j \in J} C_j^F t_j + \sum_{j \in J} \sum_{p \in P_j} C_p z_p \quad (13) \]

subject to

\[ \sum_{j \in J} \sum_{p \in P_j} a_{ip} z_p = 1 \quad \forall i \in I, \quad (14) \]

\[ \sum_{p \in P_j} \sum_{i \in I} a_{ip} D_i z_p - L_j^F t_j \leq 0 \quad \forall j \in J, \quad (15) \]

\[ t_j \in \{0, 1\} \quad \forall j \in J, \text{ and} \]

\[ z_p \in \{0, 1\} \quad \forall p \in P_j, j \in J. \quad (16) \]

The objective function (13) seeks to minimize the total cost. Constraints (14) states that each customer must be in exactly one of the selected pairings. Constraints (15) guarantee that the total demand of the customers assigned to a facility does not exceed the facility capacity. Constraints (16) and (17) are standard binary restrictions on the variables.

The SPP-LRSP formulation eliminates the symmetry that arises in G-LRSP because of the identical vehicles; here we enumerate one set of feasible pairings that can be assigned to any vehicle located at a facility instead of duplicating this set for each vehicle located at a facility. Furthermore, the pairing concept removes the symmetry caused by the different orderings of routes in a vehicle's schedule since the ordering is arbitrary.
2.3 Strengthening the Set-Partitioning-Based Formulation

In this section, we discuss how we can strengthen the set-partitioning-based formulation SPP-LRSP by adding valid inequalities. First, we introduce a lower bound on the total number of facilities required in any integer feasible solution. Let \( R \) denote a lower bound on the minimum number of required facilities. Then we can add to SPP-LRSP a constraint to force the number of selected facilities to be at least \( R \):

\[
\sum_{j \in J} t_j \geq R. \tag{18}
\]

For any instance, we can calculate a valid value for \( R \) from the demands of the customers and the capacities of the facilities. If all of the facilities have the same capacity value, \( L_F^k = k \ \forall j \in J \), then

\[
R = \left\lceil \frac{\sum_{i \in I} D_i}{k} \right\rceil.
\]

If at least one facility capacity differs, then a lower bound on the number of required facilities can be calculated using a greedy algorithm: compute the total demand and assign it to the facilities in non-increasing order of their capacities. Let \( n = |J| \) and let \((j_1, j_2, \ldots, j_n)\) be an ordering of the facilities such that \( L_F^{j_1} \geq L_F^{j_2} \geq \ldots \geq L_F^{j_n} \). Then,

\[
R = \arg\min_{\{i = 1, \ldots, n\}} \left( \sum_{i=1}^{i} L_F^{j_i} \geq \sum_{i \in I} D_i \right).
\]

Constraint (18) is not necessary in the formulation of the LRSP. However, as a simple lower bound on the number of required facilities, it may eliminate some solutions in which a fractional number of facilities is used, thereby improving the LP relaxation bound. Akca (2008) shows that constraint (18) has a Chvátal-Gomory (CG) rank of one under certain conditions.

We introduce a second set of constraints by linking the facility variables and the pairing variables. For the capacitated facility location problem (CFLP), Leung and Magnanti (1989) show that the constraints that link the facility variables and the assignment variables are facets of the CFLP polytope if the demands of the customers are less than the capacities of the facilities. Daskin (1995) shows that these constraints improve the LP relaxation bound considerably. Due to the similarity in structure between the CFLP and SPP-LRSP, we consider adding the constraints

\[
t_j - z_p \geq 0 \quad \forall j \in J, p \in P_j. \tag{19}
\]

These constraints ensure that a pairing is selected only if its associated facility is open. Constraints (19) are implied by constraints (15) and the integrality constraints, but their addition may improve the LP relaxation bound, as in the case of the CFLP. However, having one constraint associated with each pairing is undesirable in a set-partitioning-based formulation with an exponentially large number of columns. We consider instead the following set of inequalities, which are valid for the integer program:

\[
t_j - \sum_{p \in P_j} a_{ip} z_p \geq 0 \quad \forall j \in J, i \in I. \tag{20}
\]

Note that these are similar to the inequalities developed by Berger et al. (2007). In a feasible integer solution, each customer \( i \in I \) is served by exactly one pairing, so \( \sum_{p \in P_j} a_{ip} z_p \) is 1 for some facility
\( j \) and 0 for all others. For any facility such that \( \sum_{p \in P_j} a_{ip} z_p \) is 1, \( t_j \) will be 1, which corresponds to selecting only pairings associated with open facilities.

In Section 4, we demonstrate empirically the improvement in the LP relaxation bound of the SPP-LRSP formulation that results from adding constraints (18), (19), and (20). As we will show, adding both constraints (18) and (20) to SPP-LRSP yields the largest improvement. Throughout the remainder of the paper, we use an augmented SPP-LRSP formulation, denoted AUG-SPP-LRSP, which is comprised of the objective function (13) and constraints (14), (15), (16), (17), (18), and (20).

### 3 Solution Algorithm

In our set-partitioning-based formulation of the LRSP, each column corresponds to a feasible pairing. For medium- and large-sized instances, the number of feasible pairings can be extremely large, making it unlikely that we can efficiently solve instances that explicitly include all feasible pairings. Instead, we have developed a branch-and-price algorithm in which we dynamically generate only a subset of the feasible pairings at each node of the tree.

Branch and price has become a standard approach for solving large-scale integer programming problems, especially those formulated using set-partitioning-based models. Barnhart et al. (1998) discuss the general methodology and the many challenges in developing a branch-and-price algorithm. The algorithm has been applied to a variety of problems, including various vehicle routing problems (Fukusawa et al. (2006)), location routing problems (Berger et al. (2007), Akca et al. (2008)) and airline crew scheduling problems (Vance et al. (1997)), all of which are relevant in the context of the LRSP.

In the following sections, we describe the components of the branch-and-price algorithm that we developed for the LRSP. In Section 3.1, we describe the column generation algorithm for solving the LPs at the nodes of the branch-and-price tree. In Section 3.2, we describe the branching rules. In Section 3.3, we present implementation details of the algorithm.

#### 3.1 Column Generation

Column generation is an approach for solving LPs for which we want to avoid explicitly enumerating all columns. The basic idea is to determine a subset of the variables that includes those that are nonzero in some optimal solution. By solving the LP including only this subset of columns rather than all possible columns, we can obtain the optimal LP solution. Here, we explain the terminology and the main steps of the column generation within the branch-and-price algorithm developed for the LRSP.

In each iteration of our column generation procedure, we work with a restricted version of the LP relaxation; this **restricted master problem** (RMP) includes all of the facility location variables but only a subset of the pairing variables. We solve the RMP and use the associated dual variable information to formulate the **pricing problem**. The objective of the pricing problem is to either identify new columns to add to the RMP or prove optimality of the current solution. From the theory of linear programming, we know that if every variable has a non-negative reduced cost, then the solution is optimal. Therefore, in the context of the LRSP, the objective of the pricing problem is to determine if there are feasible pairings with negative reduced cost that can be added to the RMP. If the pricing problem identifies at least one pairing with negative reduced cost, then we add
one or more columns to the RMP and reoptimize. Otherwise, the current solution is optimal for the full problem.

As explained in Section 2.2, we decompose the pricing problem into a set of independent pricing problems, one for each facility. To write the objective function for facility \( j \), we consider formulation AUG-SPP-LRSP and obtain an expression for the reduced cost of a pairing. Let \( \pi_i \) be the dual variable associated with constraint (14) for customer \( i \), \( \mu_j \) be the dual variable associated with constraint (15) for facility \( j \), and \( \sigma_{ji} \) be the dual variable for linking constraint (20) for facility \( j \) and customer \( i \). For the variable \( z_p \) for \( p \in P_j \), the reduced cost \( \hat{C}_p \) can be written as

\[
\hat{C}_p = C_p - \sum_{i \in I} a_{ip} \pi_i + \sum_{i \in I} a_{ip} D_i \mu_j + \sum_{i \in I} a_{ip} \sigma_{ji}, \tag{21}
\]

where \( C_p \) is the cost of pairing \( p \). Then, we can express the pricing problem for facility \( j \) as the problem of minimizing \( \hat{C}_p \) subject to the appropriately indexed constraints from (3), (5), (6), (7), (8), (9), (10), (11), and (12).

One approach to solving the pricing problem is to formulate it as a network problem. Akca (2008) describes the details of such a network problem, which is a modified elementary shortest path problem with resource constraints (ESPPRC). An alternative approach is to extend the first approach to a two-phase pricing problem: first generate a set of feasible vehicle routes and then combine them to construct a feasible pairing of minimum reduced cost. Each phase is also formulated as a network problem and solved as an ESPPRC. Since the two-phase approach showed better performance in our experiments, we describe the details here.

3.1.1 Two-Phase Pricing Problem

Since a pairing is a set of routes, we can express the variable part of the reduced cost of a pairing as the sum of the reduced costs of the routes forming the pairing. For there to exist a negative reduced cost pairing composed of more than one route, there must exist negative reduced cost routes. Otherwise, the pairing including only the single route with the lowest reduced cost would be the lowest cost pairing overall. Thus, the basic idea of the two-phase approach is to generate feasible routes first. If there are negative reduced cost routes, then combine these routes to generate pairings with more negative reduced cost. Otherwise, update the reduced cost of the first-phase routes with the fixed cost to obtain a column (a single-route pairing) with negative reduced cost or to conclude that the current solution is optimal.

Phase One: Generating Routes From the constraints of the pricing problem, a route is feasible if it starts and ends at the same facility, visits a customer at most once, and satisfies the vehicle capacity and the vehicle time limit constraints. To generate feasible routes, we construct a network with \(|I| + 2\) nodes: one node for each of the \(|I|\) customers, one node for the facility as a source and one node for the facility as a sink. Each customer node has a demand equal to its demand in the original problem. The network includes an arc from the source to each customer node, a pair of directed arcs between each pair of customer nodes, and an arc from each customer node to the sink node. In the constructed network, an elementary path feasible with respect to two resource constraints (vehicle capacity and time limit) corresponds to a feasible vehicle route. In order to minimize the reduced cost (21), the cost of each link in the network for facility \( j \) is modified with
associated dual variables:

\[ \hat{c}_{ki} = \begin{cases} 
  c_{ki} - \pi_i + D_i \mu_j + \sigma_{ji} & \text{if } i \in I, \\
  c_{ki} & \text{otherwise},
\end{cases} \]

where \( c_{ki} \) is the operating cost of the link \((k, i)\). Then, the cost of a path in the network is equal to the reduced cost of the corresponding route. To determine if there is a feasible route with negative reduced cost, we solve an elementary shortest path problem with two resource constraints (vehicle capacity and time) by applying the extended label correcting algorithm of Feillet et al. (2004).

In the Feillet et al. (2004) algorithm, each path from the source to a node in the network is assigned a label, which is a vector of the reduced cost of that (partial) path, the resources consumed (vehicle load and elapsed time), the customer nodes included in the path, and the customer nodes that cannot be visited due to the resource constraints. Customers are considered unreachable if they have already been visited in the path or if they cannot be served by the vehicle without violating a resource constraint. The algorithm fans out from the source node, repeatedly examining the nodes of the graph. Each time it examines a node, the algorithm extends each of the paths to each possible successor node, continuing until no further extensions are feasible.

To reduce the set of labels to be extended, the algorithm includes domination rules that compare the reduced cost, the time, the vehicle capacity, and the set of unreachable customers. To be more specific, let \( l_1 \) and \( l_2 \) be two labels for a node. Label \( l_1 \) dominates label \( l_2 \) if all of the following conditions are satisfied: (i) the current travel time and the vehicle load of \( l_1 \) are less than or equal to those of \( l_2 \), (ii) the reduced cost of \( l_1 \) is less than or equal to the reduced cost of \( l_2 \), and (iii) for all nodes \( i \in I \), \( i \) is reachable only in label \( l_1 \) or \( i \) is unreachable in both labels \( l_1 \) and \( l_2 \). The algorithm stores and extends only non-dominated labels at each node. At the end of the algorithm, each label at the sink node corresponds to a feasible vehicle route with an associated reduced cost.

Let \( S \) denote the set of feasible routes with negative reduced cost at the sink. If \( S \) is non-empty, we continue with phase two. Otherwise, we add the fixed cost from expression (21) to the cost of the smallest reduced cost route to obtain the reduced cost of that single-route pairing. If this reduced cost is zero or positive, then we can conclude that the current LP relaxation solution is optimal. Otherwise, we have a pairing with negative reduced cost to add to the RMP. Note the implication that, even in the case where there are no routes with negative reduced cost, we may still get a negative reduced cost pairing (consisting of a single route) when the fixed cost associated with the vehicle is negative. This can occur after applying certain branching rules (see Section 3.2).

**Phase Two: Generating Pairings** The objective of phase two is to generate feasible negative reduced cost pairings by combining the routes in set \( S \). Two (or more) vehicle routes can be combined to form a feasible pairing if they do not have customer nodes in common and they can both (all) be completed within the vehicle's time limit. Finding a feasible pairing with the minimum reduced cost again corresponds to solving a resource constrained elementary shortest path problem.

We construct a network with \( 2 + |S| \) nodes: a source node, a sink node and one "intermediate" node to represent each of the vehicle routes in set \( S \). The network includes an arc from the source node to each intermediate node, arcs between pairs of intermediate nodes, and an arc from each intermediate node to the sink node. Note that, because the sequence of routes in a pairing is arbitrary, we only include an arc from an intermediate node to another intermediate node with higher index. Associated with each arc inbound to an intermediate node are two values: the time required to complete the corresponding route and the reduced cost of the route. The time and
cost for arcs inbound to the sink are zero. To find a feasible pairing with the minimum reduced cost, we solve an ESPPRC with a single resource constraint (time). As in phase one, we apply the extended label correcting algorithm of Feillet et al. (2004). At the end of the algorithm, each label at the sink node corresponds to a feasible pairing with an associated negative reduced cost. The costs of pairings at the sink node are updated with the fixed cost that must be included in the reduced cost of a variable, and any pairing with negative reduced cost is a candidate pairing to add to the RMP. Since we solve the exact ESPPRC algorithm in each phase of the algorithm, the overall pricing algorithm is exact and results in a column with the most negative reduced cost, if any. In the remainder of the paper, we refer to this exact pricing algorithm as 2p-ESPPRC.

3.1.2 Heuristic Pricing Algorithms

The two-phase approach (2p-ESPPRC) is an exact algorithm in that it is guaranteed to generate a column with the minimum reduced cost. The downside of the approach is that it may not be very efficient for large problems. To find feasible solutions (pairings) more quickly, we define two heuristic versions of the algorithm. The first heuristic restricts the state space of the exact algorithm by directly restricting the number of labels (proposed by Dumitrescu (2002)). In particular, during either phase of the algorithm, we can limit the maximum number of labels at each node that are stored to be extended. During the algorithm, as we update the list of labels, we order the labels in increasing order of reduced cost and we keep at most the first label limit number of non-processed labels. We refer to this heuristic pricing algorithm as 2p-ESPPRC-LL(n), where n is the value of the label limit.

The second heuristic restricts the state space by considering just a subset of the customers instead of all of them. In this way, the total number of labels to be generated is restricted indirectly. In each pricing iteration for a facility, we determine two customers that have the lowest reduced costs from the facility. We initialize the subset with these two customers since we expect to have at least two routes in a pairing. Then, by exploring the links from the subset of customers to the remaining customers, we repeatedly add one customer that is connected by a cheapest link to the subset until the size of the subset is equal to the determined subset size. The 2p-ESPPRC is run for the selected subset of customers. We refer to this algorithm as 2p-ESPPRC-CS(n), where n is the subset size.

If the heuristic versions of the pricing algorithm, 2p-ESPPRC-LL(n) and 2p-ESPPRC-CS(n), do not identify any columns with negative reduced cost, the exact version 2p-ESPPRC must be applied in order to conclude whether or not there exist columns with negative reduced cost.

3.2 Branching Rules

An important step in developing a branch-and-price algorithm is devising good branching rules. Branching rules that affect the structure of the pricing problem may make column generation more difficult. Therefore, the main objective is to find disjunctions that eliminate as much of the integer infeasible region as possible but that minimize the increase in difficulty of solving the pricing problem. We apply four branching rules in our branch-and-price algorithm.

First, we apply standard variable dichotomy branching for the facility location variables $t$. For a fractional variable $t_j$, in the right branch, we set $t_j = 1$, which forces facility location $j$ to be open. The pricing problem for the right branch does not change since $t$ variables are not present in the constraints of the pricing problem, and the pricing problem for each facility is independent from the others. In the left branch, we set $t_j = 0$, which forces facility location $j$ to be closed. Since the
facility is closed, no pairings associated with the facility are allowed in the solution, so there is no need to solve the pricing problem. In addition, we set all \( z_p \) variables for facility \( j \) to 0.

Second, we consider the total number of vehicles at each facility. By definition, a pairing is associated with a single facility and corresponds to one vehicle. Thus, in any integer solution, the number of vehicles (pairings) used at any facility must be integer. Let \( w_j \) be the number of vehicles used at facility \( j \). Then,

\[
w_j = \sum_{p \in F_j} z_p \quad \forall j \in J.
\]

(22)

If we add the equalities (22) to the master problem, we can branch explicitly on the \( w_j \) variables. Assume that in a fractional solution \( w_j = b \), where \( b \) is not integer. In one branch, we require \( w_j \geq \lfloor b \rfloor \); in the other branch, we require \( w_j \leq \lfloor b \rfloor \). Branching on the \( w_j \) variables instead of implicitly branching on \( \sum_{p \in F_j} z_p \) is an example of explicit constraint branching, an idea developed by Appleget and Wood (2000) to improve the performance of branch-and-bound algorithms for mixed integer linear problems. These new variables make it easier to identify the necessary updates to the pricing problem. Let \( \beta_j \) be the dual variable associated with constraint (22) for facility \( j \). Then, the reduced cost of the variable \( z_p \) changes to the following:

\[
\tilde{C}_p = C_p - \sum_{i \in N} a_{ip} \pi_i + \sum_{i \in N} a_{ip} \mu_{ij} + \sum_{i \in N} a_{ip} \sigma_{ji} - \beta_j
\]

(23)

In equation (23), we can interpret \( \beta_j \) as a fixed cost for facility \( j \) that is independent of pairing \( p \) and the included customers. Therefore, we do not need to change our network structure or the pricing problem structure to incorporate \( \beta_j \). Instead, we can calculate the cost of a path in the modified network in the same way as before and then add the fixed cost \(-\beta_j\) to the cost of the solution to calculate the correct reduced cost of the column.

Third, we consider the assignment of a customer to a specific facility. In a fractional solution, a customer may be partially served by two or more pairings assigned to different facilities. In this case, we can create a branching rule to force a customer to be assigned to a specific facility. To do so, for a customer \( i \) served by more than one facility and a facility \( j \) such that \( \sum_{p \in F_j} a_{ip} z_p \) is fractional, we create two branches. In one branch, we force customer node \( i \) to be served by facility \( j \) by adding the inequality

\[
\sum_{p \in F_j} a_{ip} z_p \geq 1
\]

(24)

to the RMP. Let \( \gamma_{ji} \) be the dual variable associated with inequality (24). To incorporate this into the pricing problem for facility \( j \), we change the cost of any arc entering node \( i \) to \( c_{ki} - \pi_i + D_k \mu_{ij} + \sigma_{ji} - \gamma_{ji} \) and solve the pricing problem as before. In the other branch, we forbid the assignment of customer node \( i \) to facility \( j \) by adding to the RMP the constraint

\[
\sum_{p \in F_j} a_{ip} z_p \leq 0.
\]

To incorporate this restriction into the pricing problem for facility \( j \), we remove node \( i \) from the network. The pricing problems for the other facilities do not change.

Finally, we may encounter the case where a customer is covered by two or more (fractional) pairings associated with the same facility. Then, we branch on flows on single arcs between pairs of customer
nodes using a modified version of the Ryan and Foster (1981) branching rule first suggested by Desrochers and Soumis (1989). In one branch, we require that the flow on the directed arc between the selected pair of customers is one in all possible solutions. To enforce this rule for the pairings to be generated, we update the arcs in the network for the pricing problem. Let \( n_1 \) and \( n_2 \) be a pair of customer nodes and \( (n_1, n_2) \) be the selected order. In the pricing problem, all arcs leaving node \( n_1 \) and all arcs entering \( n_2 \) are deleted except the arc \( (n_1, n_2) \). Therefore, if a pairing includes only one of the nodes, \( n_1 \) or \( n_2 \), or that include both nodes but in which \( n_2 \) does not immediately follow \( n_1 \). In the other branch, we forbid the flow on the directed arc between the selected pair of customers. To apply this rule for the pairings to be generated, we simply delete the arc \( (n_1, n_2) \) from the network in the pricing problem. In the RMP, we set to zero the previously created pairings in which \( n_1 \) is followed by \( n_2 \).

### 3.3 Implementation Details

In this section, we discuss the implementation details of the branch-and-price algorithm. We implemented the algorithm in MINTO 3.1 using CPLEX 9.1 as the LP solver. Within MINTO, we customized several routines and added new ones for our algorithm.

**Initial Columns** To initialize the algorithm, we need to construct an initial RMP that is feasible. From previous computational experience with branch-and-price algorithms, we expect a reduction in the number of pricing iterations required to solve the LP relaxation when starting from a good set of columns rather than an easily constructed or arbitrary solution. However, there is a trade off between the effort (time) required to generate such a solution and the resulting reduction in overall running time. We have developed an algorithm that combines a facility location heuristic, several VRP heuristics, and a bin-packing heuristic to generate an initial set of pairings. The basic idea of the routine is to sequentially determine the following decisions for a given set of open facilities: allocation of customers to facilities, design of feasible vehicle routes, and assignment of routes to vehicles. The total cost of such a sequentially determined solution for a given set of open facilities is calculated. To decide what set of open facilities would yield such a solution of lowest cost, the algorithm starts with all facilities open and iteratively closes the facility whose elimination results in the greatest cost savings until the problem becomes infeasible (this is called the DROP heuristic in the context of facility location problems). We refer to this heuristic algorithm as I-Heur. I-Heur produces a feasible solution for the problem as well as a set of columns.

**Primal Feasible Solution** Having good primal feasible solutions can reduce the size of the explored tree. We used four ways to obtain primal feasible solutions in our solution algorithms: MINTO's built-in primal heuristic routines, I-Heur, a standard branch-and-bound algorithm, and a heuristic branch-and-price algorithm. For relatively small problems, since the quality of the solution generated by the I-Heur is sufficiently high, we initialized the upper bound with the solution obtained from I-Heur and used MINTO's primal heuristic routines within the branch-and-price algorithm. For larger, more difficult problems, we implemented a more powerful procedure to both improve the upper bound and generate an initial set of columns. We run a heuristic branch-and-price algorithm called H-BP, in which we construct an initial branch-and-price tree subject to a time limit, employing only the heuristic pricing algorithms 2p-ESPPRC-LL(n) and 2p-ESPPRC-CS(n). When the time limit is reached (or the algorithm terminates), we have a set of generated columns available to be used and an upper bound for the problem. To improve the quality of the
upper bound obtained by H-BP, we applied a standard branch-and-bound algorithm to an integer
RMP with the current set of columns at the root node of the H-BP subject to a one-hour time
limit. Our computational experiments showed that the quality of the upper bound obtained using
H-BP is very high.

Algorithm Overview We have implemented two versions of a branch-and-price algorithm. For
small or medium size instances, we ran a one-stage solution algorithm that is an exact branch-and-
price algorithm initialized with columns generated by I-Heur. We refer to this version as E-BP. For
larger instances, we implemented a two-stage solution algorithm designed on the idea of “restart”.
The first stage of the algorithm runs H-BP to get a good upper bound and a good set of columns.
The second stage is an exact branch-and-price algorithm that is initialized with the results of H-
BP. We refer to this version as E-BP-2S. In our experiments, we used E-BP for instances with 25
customers and E-BP-2S for instances with 40 customers.

Since the steps of the overall pricing algorithm and the parameters used in E-BP and E-BP-2S are
different, we separately explain the pricing algorithm in each version.

Pricing Algorithm In E-BP. At each node of the branch-and-price tree, we employed the
following procedure:

1. Set both the subset size and the iteration limit to 12. Execute 2p-ESPPRC-CS(12) for 12
iterations or until the algorithm fails (the algorithm fails if it does not generate any negative
reduced cost columns).

2. Set the starting label limit value (m) to 50 and the maximum label limit to 300.

3. Call 2p-ESPPRC-LL(m) for each facility. If, during an iteration, no negative reduced cost
columns are generated for a particular facility at its current label limit, execute the following
procedure:
   i. If the current label limit is less than the maximum, increment the label limit with
      a multiplier of 2, i.e., let m = 2 * m, and solve 2p-ESPPRC. If the pricing problem
      identifies negative reduced cost columns, keep the label limit value, return to the
      beginning of step 3 and continue with the pricing problem for the next facility.
      Otherwise, set the label limit to the maximum.
   ii. If the current label limit is equal to or greater than the maximum, do not solve
       the pricing problem for this facility during the subsequent pricing iterations for the
       current node. Return to step 3.

4. When no columns are generated for any facility, the pricing problem for all facilities must be
solved using the exact version, 2p-ESPPRC, to prove optimality.

Pricing Algorithm In E-BP-2S. In E-BP-2S, the algorithm first calls H-BP for a limited time.
The steps of the pricing algorithm in H-BP are similar to E-BP except that some parameters are
different and the exact pricing 2p-ESPPRC is never used in H-BP. The details follow.

1. Set the subset size to 15 and the iteration limit to 20. Call 2p-ESPPRC-CS(15) for 20
iterations or until the algorithm fails.

2. Set the starting label limit value (m) to 5 and the maximum label limit to be 15.
3. Call 2p-ESPPRC-LL(m) for each facility. If, during an iteration, no negative reduced cost columns are generated for a particular facility at its current label limit, do the following:

i. If the current label limit is less than the maximum, increment the label limit with a multiplier of 2, i.e., let \( m = 2\times m \), and re-solve 2p-ESPPRC-LL(m). If the pricing problem identifies negative reduced cost columns, keep the label limit value, return to the beginning of step 3 and continue with the pricing problem for the next facility. Otherwise, return to step 1.

ii. If the current label limit is equal to or greater than the maximum, skip the pricing problem for this facility during the subsequent pricing iterations for the current node. Return to step 3.

After solving H-BP, we initialize E-BP-2S and start the second stage of E-BP-2S in which the pricing algorithm is the same as E-BP except that it skips step 1, i.e., it does not call 2p-ESPPRC-CS(n).

4 Computational Experiments

The goal of the computational experiments was two-fold: to empirically demonstrate the benefit of the valid inequalities described in Section 2.3 and to demonstrate the effectiveness of the overall branch-and-price algorithm. For all of the experiments, we used a Linux-based workstation with a 1.8 GHz processor and 2GB RAM. The only LRSP instances available in the literature are those of Lin et al. (2002); we present our results for those instances in Section 4.1. For further testing, we generated several sets of larger instances. We describe the instances in Section 4.2 and then present the results in Sections 4.3 and 4.4.

4.1 Instances from Lin et al. (2002)

Lin et al. (2002) present six instances: a base instance that includes 27 customers and four facility locations in Hong Kong plus five instances generated from the original by considering three subsets of 10 customers and two subsets of 12 customers while keeping the same four facility locations. We used only the four instances available to the reader to test our branch-and-price algorithm, in particular, our E-BP algorithm.

Lin et al. (2002) solve these instances with a branch-and-bound algorithm and with their heuristic algorithm. Within a time limit of 10,000 seconds, their branch-and-bound algorithm is able to prove optimality only for the 10 customer instances and is not able to find a feasible solution for the original 27 customer problem. The heuristic quickly finds solutions for all instances. Table 1 compares their reported results to results obtained with E-BP. As shown in Table 1, our algorithm quickly provides optimal solutions for all four instances. (The * indicates the best solution found in 10,000 CPU seconds on a Pentium III machine.)

4.2 Generated Instances

For further testing, we generated two sets of eight base instances from the MDVRP instances of Cordeau et al. (1997): one set has instances with 25 customers and the other has instances with 40 customers. Each instance contains a subset of the customer locations and demand data from one
Table 1: Comparison of Lin et al. (2002) results and branch-and-price results

<table>
<thead>
<tr>
<th>Instance</th>
<th>Lin B &amp; B</th>
<th>Lin Heuristic</th>
<th>Akça E-BP</th>
</tr>
</thead>
<tbody>
<tr>
<td># Cust</td>
<td># Fac</td>
<td>Objective</td>
<td>CPU (s)</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>309,817</td>
<td>1155</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>309,808</td>
<td>982</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>312,036*</td>
<td>&gt; 10,000</td>
</tr>
<tr>
<td>27</td>
<td>4</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

of the Cordeau et al. (1997) instances. In particular, we selected instances p01 (50 customers), p03 (75 customers) and p07 (100 customers) from which to generate our base set of instances. Table 2 specifies for each instance the corresponding Cordeau et al. (1997) instance (denoted as Ref), the customers included, and the coordinates of the five candidate facility locations (denoted as Fac. Loc. (X,Y)).

Table 2: Details for LRSP instances generated from Cordeau et al. (1997) MDVRP instances

<table>
<thead>
<tr>
<th>#</th>
<th>Ref</th>
<th>Customers</th>
<th>Fac. Loc. (X,Y)</th>
<th>#</th>
<th>Ref</th>
<th>Customers</th>
<th>Fac. Loc. (X,Y)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>p01</td>
<td>1 - 25</td>
<td>(20,20), (30,40), (15,40), (45,40), (55,55)</td>
<td>9</td>
<td>p01</td>
<td>1 - 40</td>
<td>(20,20), (30,40), (15,40), (50,30), (55,55)</td>
</tr>
<tr>
<td>2</td>
<td>p01</td>
<td>26 - 50</td>
<td></td>
<td>10</td>
<td>p01</td>
<td>11 - 50</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>p03</td>
<td>1 - 25</td>
<td>(40,40), (50,22), (25,45), (20,20), (55,55)</td>
<td>11</td>
<td>p03</td>
<td>1 - 40</td>
<td>(40,40), (50,22), (25,45), (20,20), (55,55)</td>
</tr>
<tr>
<td>4</td>
<td>p03</td>
<td>26 - 50</td>
<td></td>
<td>12</td>
<td>p03</td>
<td>16 - 35, 41 - 60</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>p03</td>
<td>51 - 75</td>
<td></td>
<td>13</td>
<td>p03</td>
<td>36 - 75</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>p07</td>
<td>1 - 25</td>
<td>(15,35), (55,35), (35,20), (35,50), (25,45)</td>
<td>14</td>
<td>p07</td>
<td>1 - 40</td>
<td>(15,35), (55,35), (35,20), (35,50), (25,45)</td>
</tr>
<tr>
<td>7</td>
<td>p07</td>
<td>26 - 50</td>
<td></td>
<td>15</td>
<td>p07</td>
<td>31 - 70</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>p07</td>
<td>51 - 75</td>
<td></td>
<td>16</td>
<td>p07</td>
<td>1 - 20, 50 - 70</td>
<td></td>
</tr>
</tbody>
</table>

Rounded Euclidean distances between each pair of nodes were used in the algorithm, and we ensured that the distance matrices satisfied the triangle inequality. Based on the demand information, we assumed that the capacity of all facilities was 250, which requires at least two facilities to be open.

For each instance, we considered two time limit values and two vehicle capacity values. Time limits of 7 and 8 hours (which can be converted to distance limits of 140 and 160 miles under the assumption that vehicles travel 20 miles per hour) were used. In all instances, 140 is more than twice the distance between each customer and its farthest candidate facility.

We chose two vehicle capacity values based on the fact that at least two facilities are required to be open due to the capacity and using the following equation similar to Laporte et al. (1986):

\[
B = (1 - \alpha)\max_{i \in I} \{D_i\} + \alpha \frac{\sum_{i \in I} D_i}{2},
\]

with \(\alpha\) equal to 0.1 and 0.2. Small \(\alpha\) values were considered since a schedule employing multiple trips for a single vehicle is only realistic if the vehicle capacity is small compared to the demands of the customers. We used the 25 customer instances to determine vehicle capacities and used the same values in the 40 customer instances. For each \(\alpha\) value, we took the average of the calculated
$B$ values for the instances generated from the same Cordeau et al. (1997) instance, divided it by 10, rounded it up, and multiplied by 10. We obtained vehicle capacity values 50 (for $\alpha = 0.1$) and 70 (for $\alpha = 0.2$) for instances 1, 2, 6 - 10 and 14 - 16, and 60 (for $\alpha = 0.1$) and 80 (for $\alpha = 0.2$) for the instances 3 - 5 and 11 - 13. The smaller vehicle capacity values can cover at least one customer plus the customer that has the largest demand in the instance.

Based on the cost values reported by Burlett (2002) and Kenworth Truck Company (2003), fixed costs for the facilities were generated using a uniform distribution on the interval $[1500,2300]$, the fixed cost and the operating cost of a mid-size vehicle were estimated to be $225 per day and $1 per 1 mile traveled, respectively. The same cost parameters were used in all instances.

### 4.3 Comparison of alternative formulations

In this section, we compare the strength of the formulations constructed with the valid inequalities described in Section 2.3. We enumerated all of the feasible pairings and solved the instances using a standard branch-and-bound algorithm without column generation. Due to the large number of feasible pairings, we had to conduct our experiments with smaller instances containing only 20 customers. In Table 3, for each instance, the first column lists the referenced Cordeau et al. (1997) instance, the second column lists the subset of customers, and the third and fourth columns list the vehicle capacity and time limit, respectively.

Let $SPP$ denote the base SPP-LRSP formulation that contains only constraints (14) and (15). We constructed $SPP_1$ by adding constraints (19), $SPP_2$ by adding constraints (20), $SPP_3$ by adding constraint (18), and $SPP_4$ by adding both constraints (18) and (20). In Table 3, for each instance, we report the total number of feasible pairings, the integer optimal objective value, and the percentage gap of the LP relaxation associated with each of the formulations. In the table, a - indicates that the branch-and-bound algorithm could not solve the relaxation within 6 hours of CPU time. For one instance, the set of feasible pairings could not be generated, so we did not use it in the experiments.

We compared $SPP$ with $SPP_1$ and $SPP_2$ to evaluate the strength of constraints (19) and (20). Notice that adding inequalities (19) in $SPP_1$ made the problem difficult to solve and yielded at most only a small improvement in the LP relaxation bound. Adding inequalities (20) in $SPP_2$ improved the LP relaxation bound by a moderate amount.

Comparing $SPP$ with $SPP_3$ and $SPP_4$ evaluated the impact of adding constraint (18) alone and in combination with constraints (20). In all instances, adding inequality (18) in $SPP_3$ lead to a dramatic reduction in the gap as compared to adding (20) alone. Together, the two inequalities (18) and (20) in $SPP_4$ further reduced the gap for all but 3 instances. The average gap for $SPP_3$ is 3.54 while the average gap for $SPP_4$ is 2.28. These results suggest that adding both inequalities (18) and (20) to the SPP-LRSP yields a stronger formulation, which we denote as AUG-SPP-LRSP.

### 4.4 Branch-and-Price Results

In our main experiments, we evaluated the performance of the branch-and-price algorithm on the 25- and 40-customer instances. For the 25-customer instances, we used E-BP and applied a time limit of 6 CPU hours. Table 4 shows the results for instances 1 through 8 with 25 customers. For each instance, Table 4 reports the instance number, the vehicle capacity ($L^V$), the time limit ($L^T$), the upper bound obtained from I-Heur (I UB), the LP relaxation value at the root node.
(LP), the optimal objective value (IP), the integrality gap at the end of the running time (Gap %), the number of evaluated nodes (Nds), and the total CPU time in minutes (CPU). The last three columns present some details about the optimal solution: the indices of open facilities (Loc), the number of vehicles used at each open facility (# Veh), and the total number of routes in each solution (# Rt). Overall, the algorithm handled the 25-customer instances well; 28 of the 32 instances were solved to optimality in less than 25 minutes with the majority (21) solved in 10 minutes or less. For only one instance did the algorithm terminate due to the time limit before proving optimality.

For the 40-customer instances, we used E-BP-2S with a time limit of 2 CPU hours for stage one and 6 CPU hours for stage two and reported the results in Table 5. The labels in Table 5 are same as the ones in Table 4 but with three additional columns: the fifth column (H-BP UB) contains the upper bound obtained at the end of H-BP, the tenth and eleventh columns contain the CPU times spent in H-BP and E-BP, respectively. As expected, the solution times in the 40-customer instances were larger than the 25-customer instances. Even though the algorithm terminated with a nonzero gap in some cases, the algorithm was able to prove optimality most of the time. For other instances, good solutions with small integrality gaps were obtained within the time limit. The gap was at most 0.35% for four of the instances and between 1.26% and 4.18% for the other seven instances.

The initial feasible solutions provided by I-Heur were good for the 25-customer instances with an average deviation of 4.4% from optimality. Similarly, for the 40-customer instances, the average deviation of the upper bound obtained from I-Heur from the optimal or best integer solution was 4.5%. However, for the 40-customer instances, the overall success of the algorithm can be attributed to the effectiveness of H-BP in finding good upper bounds. In all but one instance, the H-BP upper bound was better than the I-Heur upper bound, and for 23 instances out of 32, the H-BP upper bound value equaled that of the optimal (or best integer) solution.

The LP relaxation bounds were quite strong, as expected with the addition of valid inequalities at the root node. The average deviation of the LP relaxation bound from the optimality was 2.6% in 25-customer instances and 2.2% in 40-customer instances, which are in line with the results of the smaller instances (instances with 20 customers in Section 4.3).

The solution information provided in Table 4 and Table 5 highlights the value of solving the integrated problem instead of a series of problems. Although the same number of facilities is selected within an instance group (meaning a fixed set of customer locations and a set of candidate facility locations), the particular facilities selected may differ depending on the vehicle capacity and time limit values. Which facilities are selected impacts which customers are served by each facility and hence the sequence of the routes and the structure of the pairings. From the solution information, we can see that, within an instance group, increases in the vehicle capacity and the time limit reduce the total cost through changes in facility, decreases in the number of vehicles required, changes in the underlying route sequences.
Table 3: Comparison of LP relaxation bounds with constraints (19), (20) and (18)

<table>
<thead>
<tr>
<th>Ref</th>
<th>Cust</th>
<th>$L^V$</th>
<th>$L^T$</th>
<th># of Pairing</th>
<th>IP Obj</th>
<th>$SPP$ % Gap</th>
<th>$SPP_1$ % Gap</th>
<th>$SPP_2$ % Gap</th>
<th>$SPP_3$ % Gap</th>
<th>$SPP_4$ % Gap</th>
</tr>
</thead>
<tbody>
<tr>
<td>p01</td>
<td>1 - 20</td>
<td>50</td>
<td>140</td>
<td>67558</td>
<td>4420</td>
<td>24.54</td>
<td>24.49</td>
<td>19.79</td>
<td>2.48</td>
<td>1.78</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50</td>
<td>160</td>
<td>154903</td>
<td>4419</td>
<td>26.06</td>
<td>-</td>
<td>22.08</td>
<td>3.69</td>
<td>3.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70</td>
<td>140</td>
<td>147368</td>
<td>4378</td>
<td>26.17</td>
<td>-</td>
<td>23.24</td>
<td>3.80</td>
<td>3.44</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70</td>
<td>160</td>
<td>349885</td>
<td>4369</td>
<td>27.52</td>
<td>-</td>
<td>25.05</td>
<td>4.86</td>
<td>4.83</td>
</tr>
<tr>
<td>p01</td>
<td>31 - 50</td>
<td>50</td>
<td>140</td>
<td>26266</td>
<td>4780</td>
<td>33.51</td>
<td>33.38</td>
<td>27.98</td>
<td>5.37</td>
<td>2.16</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50</td>
<td>160</td>
<td>60211</td>
<td>4599</td>
<td>32.77</td>
<td>32.72</td>
<td>28.08</td>
<td>3.49</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70</td>
<td>140</td>
<td>51538</td>
<td>4605</td>
<td>33.64</td>
<td>33.51</td>
<td>29.91</td>
<td>4.30</td>
<td>1.57</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70</td>
<td>160</td>
<td>121027</td>
<td>4481</td>
<td>33.24</td>
<td>33.23</td>
<td>30.81</td>
<td>2.97</td>
<td>1.54</td>
</tr>
<tr>
<td>p03</td>
<td>1 - 20</td>
<td>60</td>
<td>140</td>
<td>52619</td>
<td>4481</td>
<td>15.64</td>
<td>15.63</td>
<td>14.08</td>
<td>0.72</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td></td>
<td>60</td>
<td>160</td>
<td>121933</td>
<td>4461</td>
<td>17.25</td>
<td>-</td>
<td>16.12</td>
<td>2.32</td>
<td>2.13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>80</td>
<td>140</td>
<td>107172</td>
<td>4421</td>
<td>18.04</td>
<td>-</td>
<td>17.42</td>
<td>2.88</td>
<td>2.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td>80</td>
<td>160</td>
<td>254863</td>
<td>4421</td>
<td>19.78</td>
<td>-</td>
<td>19.12</td>
<td>4.58</td>
<td>4.44</td>
</tr>
<tr>
<td>p03</td>
<td>28 - 47</td>
<td>60</td>
<td>140</td>
<td>37751</td>
<td>4543</td>
<td>18.6</td>
<td>18.42</td>
<td>15.83</td>
<td>3.20</td>
<td>3.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>60</td>
<td>160</td>
<td>89465</td>
<td>4442</td>
<td>18.13</td>
<td>-</td>
<td>16.02</td>
<td>2.35</td>
<td>2.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td>80</td>
<td>140</td>
<td>78580</td>
<td>4383</td>
<td>19.15</td>
<td>-</td>
<td>17.59</td>
<td>3.19</td>
<td>3.19</td>
</tr>
<tr>
<td>p03</td>
<td>56 - 75</td>
<td>60</td>
<td>140</td>
<td>32801</td>
<td>4617</td>
<td>31.27</td>
<td>30.84</td>
<td>26</td>
<td>4.74</td>
<td>1.72</td>
</tr>
<tr>
<td></td>
<td></td>
<td>60</td>
<td>160</td>
<td>79215</td>
<td>4467</td>
<td>30.19</td>
<td>30.13</td>
<td>27.08</td>
<td>2.77</td>
<td>1.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>80</td>
<td>140</td>
<td>51052</td>
<td>4404</td>
<td>29.84</td>
<td>29.84</td>
<td>28.35</td>
<td>1.45</td>
<td>1.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>80</td>
<td>160</td>
<td>133853</td>
<td>4399</td>
<td>31.76</td>
<td>-</td>
<td>30.45</td>
<td>3.55</td>
<td>3.11</td>
</tr>
<tr>
<td>p07</td>
<td>1 - 20</td>
<td>50</td>
<td>140</td>
<td>68267</td>
<td>4426</td>
<td>38.22</td>
<td>37.96</td>
<td>34.78</td>
<td>2.81</td>
<td>1.13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50</td>
<td>160</td>
<td>166551</td>
<td>4421</td>
<td>39.33</td>
<td>-</td>
<td>37.18</td>
<td>3.60</td>
<td>2.57</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70</td>
<td>140</td>
<td>133873</td>
<td>4380</td>
<td>39.45</td>
<td>-</td>
<td>38.55</td>
<td>3.25</td>
<td>2.58</td>
</tr>
<tr>
<td>p07</td>
<td>21 - 40</td>
<td>50</td>
<td>140</td>
<td>27623</td>
<td>4840</td>
<td>31.69</td>
<td>31.47</td>
<td>25.75</td>
<td>4.73</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50</td>
<td>160</td>
<td>61753</td>
<td>4801</td>
<td>32.79</td>
<td>32.72</td>
<td>27.97</td>
<td>5.61</td>
<td>2.91</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70</td>
<td>140</td>
<td>54964</td>
<td>4751</td>
<td>32.8</td>
<td>32.48</td>
<td>29.09</td>
<td>5.34</td>
<td>2.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70</td>
<td>160</td>
<td>127679</td>
<td>4543</td>
<td>31.15</td>
<td>-</td>
<td>28.1</td>
<td>2.43</td>
<td>0.68</td>
</tr>
<tr>
<td>p07</td>
<td>31 - 50</td>
<td>50</td>
<td>140</td>
<td>11267</td>
<td>4758</td>
<td>29.49</td>
<td>29.47</td>
<td>26.03</td>
<td>3.62</td>
<td>1.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50</td>
<td>160</td>
<td>28315</td>
<td>4670</td>
<td>30.44</td>
<td>30.06</td>
<td>28.58</td>
<td>3.77</td>
<td>2.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70</td>
<td>140</td>
<td>19283</td>
<td>4688</td>
<td>32.39</td>
<td>31.83</td>
<td>30.98</td>
<td>5.57</td>
<td>4.14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70</td>
<td>160</td>
<td>53689</td>
<td>4460</td>
<td>30.47</td>
<td>30.28</td>
<td>29.2</td>
<td>2.11</td>
<td>1.33</td>
</tr>
<tr>
<td>Avg.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>28.24</td>
<td>29.91</td>
<td>25.50</td>
<td>3.54</td>
<td>2.28</td>
</tr>
</tbody>
</table>
Table 4: Results for instances with 25 customers and 5 facilities

<table>
<thead>
<tr>
<th>#</th>
<th>$L^V$</th>
<th>$L^I$</th>
<th>I UB</th>
<th>LP</th>
<th>IP$^1$</th>
<th>Gap %</th>
<th>Nds</th>
<th>CPU (m)</th>
<th>Loc</th>
<th># Veh</th>
<th># Rt</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50</td>
<td>140</td>
<td>4795</td>
<td>4594.4</td>
<td>4699</td>
<td>0</td>
<td>31</td>
<td>0.9</td>
<td>0.4</td>
<td>2.2</td>
<td>10</td>
</tr>
<tr>
<td>1</td>
<td>50</td>
<td>160</td>
<td>4795</td>
<td>4425.8</td>
<td>4511</td>
<td>0</td>
<td>197</td>
<td>280.5</td>
<td>0.4</td>
<td>1.2</td>
<td>10</td>
</tr>
<tr>
<td>1</td>
<td>70</td>
<td>140</td>
<td>4722</td>
<td>4396.1</td>
<td>4425</td>
<td>0</td>
<td>97</td>
<td>24.4</td>
<td>0.4</td>
<td>1.2</td>
<td>7</td>
</tr>
<tr>
<td>1</td>
<td>70</td>
<td>160</td>
<td>4722</td>
<td>4295.4</td>
<td>4425</td>
<td>0</td>
<td>71</td>
<td>20.4</td>
<td>0.4</td>
<td>1.2</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>140</td>
<td>5193</td>
<td>4849.8</td>
<td>4899</td>
<td>0</td>
<td>22</td>
<td>0.7</td>
<td>0.1</td>
<td>2.2</td>
<td>8</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>160</td>
<td>4968</td>
<td>4725.4</td>
<td>4815</td>
<td>0</td>
<td>121</td>
<td>3.3</td>
<td>0.4</td>
<td>2.2</td>
<td>8</td>
</tr>
<tr>
<td>2</td>
<td>70</td>
<td>140</td>
<td>4809</td>
<td>4699.0</td>
<td>4750</td>
<td>0</td>
<td>157</td>
<td>5.8</td>
<td>0.4</td>
<td>2.2</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>70</td>
<td>160</td>
<td>4762</td>
<td>4537.1</td>
<td>4602</td>
<td>0</td>
<td>39</td>
<td>8.6</td>
<td>0.1</td>
<td>1.2</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>60</td>
<td>140</td>
<td>5281</td>
<td>4810.0</td>
<td>5062</td>
<td>0</td>
<td>268</td>
<td>2.7</td>
<td>0.2</td>
<td>3.2</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>60</td>
<td>160</td>
<td>5139</td>
<td>4701.1</td>
<td>4837</td>
<td>0</td>
<td>75</td>
<td>2.2</td>
<td>0.2</td>
<td>2.2</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>80</td>
<td>140</td>
<td>5048</td>
<td>4696.1</td>
<td>4758</td>
<td>0</td>
<td>579</td>
<td>5.1</td>
<td>0.4</td>
<td>2.2</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>80</td>
<td>160</td>
<td>4831</td>
<td>4502.5</td>
<td>4742</td>
<td>0</td>
<td>49</td>
<td>6.7</td>
<td>0.4</td>
<td>2.2</td>
<td>8</td>
</tr>
<tr>
<td>4</td>
<td>60</td>
<td>140</td>
<td>4995</td>
<td>4697.4</td>
<td>4785</td>
<td>0</td>
<td>567</td>
<td>5.7</td>
<td>0.4</td>
<td>2.2</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>60</td>
<td>160</td>
<td>4869</td>
<td>4578.2</td>
<td>4785</td>
<td>0</td>
<td>3790</td>
<td>360.0</td>
<td>0.4</td>
<td>2.2</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>80</td>
<td>140</td>
<td>4992</td>
<td>4458.5</td>
<td>4689</td>
<td>0</td>
<td>59</td>
<td>3.6</td>
<td>0.4</td>
<td>2.2</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>80</td>
<td>160</td>
<td>4767</td>
<td>4396.1</td>
<td>4479</td>
<td>0</td>
<td>9</td>
<td>10.6</td>
<td>0.4</td>
<td>1.2</td>
<td>7</td>
</tr>
<tr>
<td>5</td>
<td>60</td>
<td>140</td>
<td>5186</td>
<td>4795.3</td>
<td>4842</td>
<td>0</td>
<td>17</td>
<td>0.6</td>
<td>0.2</td>
<td>2.2</td>
<td>9</td>
</tr>
<tr>
<td>5</td>
<td>60</td>
<td>160</td>
<td>4871</td>
<td>4670.2</td>
<td>4803</td>
<td>0</td>
<td>35</td>
<td>1.9</td>
<td>0.4</td>
<td>2.2</td>
<td>7</td>
</tr>
<tr>
<td>5</td>
<td>80</td>
<td>140</td>
<td>4805</td>
<td>4620.9</td>
<td>4741</td>
<td>0</td>
<td>43</td>
<td>2.8</td>
<td>0.4</td>
<td>2.2</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>80</td>
<td>160</td>
<td>4805</td>
<td>4507.6</td>
<td>4655</td>
<td>0</td>
<td>45</td>
<td>11.5</td>
<td>2.4</td>
<td>1.2</td>
<td>7</td>
</tr>
<tr>
<td>6</td>
<td>50</td>
<td>140</td>
<td>4870</td>
<td>4642.6</td>
<td>4761</td>
<td>0</td>
<td>57</td>
<td>1.6</td>
<td>0.2</td>
<td>1.3</td>
<td>7</td>
</tr>
<tr>
<td>6</td>
<td>50</td>
<td>160</td>
<td>4823</td>
<td>4544.5</td>
<td>4685</td>
<td>0</td>
<td>71</td>
<td>130.6</td>
<td>2.4</td>
<td>2.1</td>
<td>9</td>
</tr>
<tr>
<td>6</td>
<td>70</td>
<td>140</td>
<td>4721</td>
<td>4485.6</td>
<td>4703</td>
<td>0</td>
<td>263</td>
<td>9.5</td>
<td>0.2</td>
<td>2.2</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>70</td>
<td>160</td>
<td>4721</td>
<td>4388.3</td>
<td>4482</td>
<td>0</td>
<td>181</td>
<td>23.9</td>
<td>0.2</td>
<td>1.2</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>50</td>
<td>140</td>
<td>5412</td>
<td>5000.1</td>
<td>5098</td>
<td>0</td>
<td>441</td>
<td>1.1</td>
<td>0.4</td>
<td>2.3</td>
<td>9</td>
</tr>
<tr>
<td>7</td>
<td>50</td>
<td>160</td>
<td>5238</td>
<td>4852.2</td>
<td>4889</td>
<td>0</td>
<td>161</td>
<td>3.2</td>
<td>0.4</td>
<td>2.2</td>
<td>9</td>
</tr>
<tr>
<td>7</td>
<td>70</td>
<td>140</td>
<td>5159</td>
<td>4739.4</td>
<td>4787</td>
<td>0</td>
<td>21</td>
<td>0.5</td>
<td>0.4</td>
<td>2.2</td>
<td>7</td>
</tr>
<tr>
<td>7</td>
<td>70</td>
<td>160</td>
<td>4934</td>
<td>4609.8</td>
<td>4781</td>
<td>0</td>
<td>105</td>
<td>4.0</td>
<td>0.4</td>
<td>2.2</td>
<td>8</td>
</tr>
<tr>
<td>8</td>
<td>50</td>
<td>140</td>
<td>5134</td>
<td>4836.5</td>
<td>4898</td>
<td>0</td>
<td>39</td>
<td>1.3</td>
<td>0.1</td>
<td>2.2</td>
<td>8</td>
</tr>
<tr>
<td>8</td>
<td>50</td>
<td>160</td>
<td>5162</td>
<td>4703.1</td>
<td>4886</td>
<td>0</td>
<td>2475</td>
<td>91.8</td>
<td>0.2</td>
<td>2.2</td>
<td>8</td>
</tr>
<tr>
<td>8</td>
<td>70</td>
<td>140</td>
<td>5025</td>
<td>4646.2</td>
<td>4767</td>
<td>0</td>
<td>781</td>
<td>16.5</td>
<td>0.2</td>
<td>2.2</td>
<td>6</td>
</tr>
<tr>
<td>8</td>
<td>70</td>
<td>160</td>
<td>4769</td>
<td>4513.1</td>
<td>4592</td>
<td>0</td>
<td>149</td>
<td>20.7</td>
<td>0.1</td>
<td>1.2</td>
<td>6</td>
</tr>
</tbody>
</table>

$^1$Optimal or best IP found by the algorithm within the time limit.
<table>
<thead>
<tr>
<th>#</th>
<th>(L^V)</th>
<th>(L^I)</th>
<th>I</th>
<th>UB</th>
<th>H-BP UB</th>
<th>LP</th>
<th>IP</th>
<th>Gap</th>
<th>Nds</th>
<th>CPU(m)</th>
<th>Loc</th>
<th># Veh</th>
<th># Rt</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>50</td>
<td>140</td>
<td>7170</td>
<td>7131</td>
<td>6976.0</td>
<td>7131</td>
<td>0</td>
<td>807</td>
<td>53.2</td>
<td>150.0</td>
<td>0.34</td>
<td>2.2</td>
<td>14</td>
</tr>
<tr>
<td>9</td>
<td>50</td>
<td>160</td>
<td>7170</td>
<td>7170</td>
<td>6826.2</td>
<td>6999</td>
<td>0.32</td>
<td>1065</td>
<td>120.0</td>
<td>360.0</td>
<td>0.24</td>
<td>1.2</td>
<td>14</td>
</tr>
<tr>
<td>9</td>
<td>70</td>
<td>140</td>
<td>7064</td>
<td>6866</td>
<td>6700.2</td>
<td>6866</td>
<td>0</td>
<td>203</td>
<td>4.9</td>
<td>113.0</td>
<td>0.24</td>
<td>1.2</td>
<td>11</td>
</tr>
<tr>
<td>9</td>
<td>70</td>
<td>160</td>
<td>6984</td>
<td>6821</td>
<td>6581.0</td>
<td>6821</td>
<td>2.26</td>
<td>35</td>
<td>35.4</td>
<td>360.7</td>
<td>0.24</td>
<td>1.2</td>
<td>11</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>140</td>
<td>7449</td>
<td>7183</td>
<td>6899.7</td>
<td>7183</td>
<td>3.22</td>
<td>573</td>
<td>120.1</td>
<td>360.4</td>
<td>0.24</td>
<td>1.3</td>
<td>15</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>160</td>
<td>7236</td>
<td>6934</td>
<td>6757.4</td>
<td>6934</td>
<td>0</td>
<td>43</td>
<td>5.6</td>
<td>48.0</td>
<td>0.24</td>
<td>1.2</td>
<td>15</td>
</tr>
<tr>
<td>10</td>
<td>70</td>
<td>140</td>
<td>7166</td>
<td>6823</td>
<td>6616.7</td>
<td>6823</td>
<td>0</td>
<td>129</td>
<td>2.4</td>
<td>103.2</td>
<td>0.24</td>
<td>1.2</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>70</td>
<td>160</td>
<td>7166</td>
<td>6633</td>
<td>6513.6</td>
<td>6612</td>
<td>0</td>
<td>25</td>
<td>8.4</td>
<td>187.6</td>
<td>0.24</td>
<td>1.1</td>
<td>10</td>
</tr>
<tr>
<td>11</td>
<td>60</td>
<td>140</td>
<td>9253</td>
<td>8780</td>
<td>8697.4</td>
<td>8780</td>
<td>0</td>
<td>97</td>
<td>9.6</td>
<td>97.8</td>
<td>0.14</td>
<td>2.1</td>
<td>16</td>
</tr>
<tr>
<td>11</td>
<td>60</td>
<td>160</td>
<td>9028</td>
<td>8753</td>
<td>8578.6</td>
<td>8753</td>
<td>0</td>
<td>41</td>
<td>28.0</td>
<td>154.6</td>
<td>0.14</td>
<td>1.2</td>
<td>16</td>
</tr>
<tr>
<td>11</td>
<td>80</td>
<td>140</td>
<td>8943</td>
<td>8663</td>
<td>8439.0</td>
<td>8440</td>
<td>0</td>
<td>3</td>
<td>7.8</td>
<td>8.8</td>
<td>0.24</td>
<td>1.1</td>
<td>11</td>
</tr>
<tr>
<td>11</td>
<td>80</td>
<td>160</td>
<td>8943</td>
<td>8438</td>
<td>8390.4</td>
<td>8438</td>
<td>0</td>
<td>9</td>
<td>11.5</td>
<td>138.2</td>
<td>0.14</td>
<td>2.1</td>
<td>11</td>
</tr>
<tr>
<td>12</td>
<td>60</td>
<td>140</td>
<td>7827</td>
<td>7740</td>
<td>7050.9</td>
<td>7253</td>
<td>0</td>
<td>2524</td>
<td>120.0</td>
<td>360.1</td>
<td>0.24</td>
<td>2.2</td>
<td>15</td>
</tr>
<tr>
<td>12</td>
<td>60</td>
<td>160</td>
<td>7544</td>
<td>7236</td>
<td>6907.7</td>
<td>7236</td>
<td>2.95</td>
<td>24</td>
<td>84.0</td>
<td>360.4</td>
<td>0.24</td>
<td>2.2</td>
<td>15</td>
</tr>
<tr>
<td>12</td>
<td>80</td>
<td>140</td>
<td>7479</td>
<td>7132</td>
<td>6793.9</td>
<td>7132</td>
<td>2.79</td>
<td>27</td>
<td>120.0</td>
<td>360.1</td>
<td>0.24</td>
<td>2.2</td>
<td>11</td>
</tr>
<tr>
<td>12</td>
<td>80</td>
<td>160</td>
<td>7430</td>
<td>6947</td>
<td>6655.5</td>
<td>6947</td>
<td>4.18</td>
<td>4</td>
<td>37.2</td>
<td>360.3</td>
<td>0.14</td>
<td>2.1</td>
<td>12</td>
</tr>
<tr>
<td>13</td>
<td>60</td>
<td>140</td>
<td>7386</td>
<td>7167</td>
<td>6920.4</td>
<td>7167</td>
<td>0</td>
<td>183</td>
<td>1.5</td>
<td>55.6</td>
<td>0.24</td>
<td>2.2</td>
<td>13</td>
</tr>
<tr>
<td>13</td>
<td>60</td>
<td>160</td>
<td>7212</td>
<td>6950</td>
<td>6771.6</td>
<td>6950</td>
<td>0.05</td>
<td>2121</td>
<td>120.0</td>
<td>360.0</td>
<td>0.24</td>
<td>2.1</td>
<td>13</td>
</tr>
<tr>
<td>13</td>
<td>80</td>
<td>140</td>
<td>7121</td>
<td>6849</td>
<td>6662.9</td>
<td>6849</td>
<td>0</td>
<td>159</td>
<td>3.9</td>
<td>113.8</td>
<td>0.24</td>
<td>1.2</td>
<td>10</td>
</tr>
<tr>
<td>13</td>
<td>80</td>
<td>160</td>
<td>7018</td>
<td>6846</td>
<td>6544.7</td>
<td>6639</td>
<td>0</td>
<td>53</td>
<td>39.0</td>
<td>290.9</td>
<td>0.24</td>
<td>1.2</td>
<td>10</td>
</tr>
<tr>
<td>14</td>
<td>50</td>
<td>140</td>
<td>7424</td>
<td>7167</td>
<td>7053.1</td>
<td>7167</td>
<td>0</td>
<td>95</td>
<td>3.3</td>
<td>22.1</td>
<td>0.23</td>
<td>1.2</td>
<td>13</td>
</tr>
<tr>
<td>14</td>
<td>50</td>
<td>160</td>
<td>7340</td>
<td>7001</td>
<td>6906.1</td>
<td>7001</td>
<td>0</td>
<td>433</td>
<td>11.0</td>
<td>75.5</td>
<td>0.24</td>
<td>1.2</td>
<td>13</td>
</tr>
<tr>
<td>14</td>
<td>70</td>
<td>140</td>
<td>7174</td>
<td>6881</td>
<td>6745.5</td>
<td>6881</td>
<td>0</td>
<td>317</td>
<td>8.5</td>
<td>149.0</td>
<td>0.24</td>
<td>1.2</td>
<td>10</td>
</tr>
<tr>
<td>14</td>
<td>70</td>
<td>160</td>
<td>7000</td>
<td>6845</td>
<td>6294.4</td>
<td>6845</td>
<td>2.34</td>
<td>43</td>
<td>20.3</td>
<td>360.1</td>
<td>1.2</td>
<td>1.2</td>
<td>10</td>
</tr>
<tr>
<td>15</td>
<td>50</td>
<td>140</td>
<td>7860</td>
<td>7343</td>
<td>7256.3</td>
<td>7343</td>
<td>0</td>
<td>79</td>
<td>0.8</td>
<td>4.4</td>
<td>0.14</td>
<td>2.2</td>
<td>14</td>
</tr>
<tr>
<td>15</td>
<td>50</td>
<td>160</td>
<td>7656</td>
<td>7124</td>
<td>7091.1</td>
<td>7117</td>
<td>0</td>
<td>29</td>
<td>1.8</td>
<td>6.5</td>
<td>0.14</td>
<td>1.2</td>
<td>13</td>
</tr>
<tr>
<td>15</td>
<td>70</td>
<td>140</td>
<td>7466</td>
<td>7005</td>
<td>6924.5</td>
<td>7000</td>
<td>0</td>
<td>277</td>
<td>3.5</td>
<td>128.6</td>
<td>0.14</td>
<td>1.2</td>
<td>10</td>
</tr>
<tr>
<td>15</td>
<td>70</td>
<td>160</td>
<td>7241</td>
<td>6944</td>
<td>6762.8</td>
<td>6944</td>
<td>0</td>
<td>251</td>
<td>5.7</td>
<td>211.2</td>
<td>0.24</td>
<td>1.2</td>
<td>10</td>
</tr>
<tr>
<td>16</td>
<td>50</td>
<td>140</td>
<td>7283</td>
<td>7013</td>
<td>6940.5</td>
<td>7012</td>
<td>0</td>
<td>206</td>
<td>10.2</td>
<td>147.8</td>
<td>0.14</td>
<td>1.2</td>
<td>13</td>
</tr>
<tr>
<td>16</td>
<td>50</td>
<td>160</td>
<td>7058</td>
<td>6972</td>
<td>6806.5</td>
<td>6972</td>
<td>0.35</td>
<td>66</td>
<td>76.2</td>
<td>360.5</td>
<td>0.24</td>
<td>1.2</td>
<td>13</td>
</tr>
<tr>
<td>16</td>
<td>70</td>
<td>140</td>
<td>6945</td>
<td>6857</td>
<td>6649.5</td>
<td>6665</td>
<td>0.04</td>
<td>19</td>
<td>68.2</td>
<td>391.1</td>
<td>0.24</td>
<td>1.1</td>
<td>10</td>
</tr>
<tr>
<td>16</td>
<td>70</td>
<td>160</td>
<td>6945</td>
<td>6658</td>
<td>6535.4</td>
<td>6658</td>
<td>1.64</td>
<td>6</td>
<td>26.1</td>
<td>363.3</td>
<td>0.24</td>
<td>1.1</td>
<td>9</td>
</tr>
</tbody>
</table>

\(^1\)Optimal or best IP found by the algorithm within the time limit.
5 Conclusions and Future Research

In jointly optimizing the decisions of facility location, vehicle routing, and route assignment, the LRSP provides solutions that more accurately capture the practical aspects of designing logistics systems. In this paper, we presented two formulations for the LRSP with capacity and time limit constraints. For the set-partitioning-based formulation, we developed valid inequalities and demonstrated their effectiveness empirically, and we developed a branch-and-price algorithm with several variants. The pricing problem can be formulated as an elementary shortest path problem with resource constraints (ESPPRC). To solve the exact pricing problem, we developed a two-phase solution algorithm that utilizes the ESPPRC labeling algorithm and described two heuristic pricing extensions. We extended the branch-and-price algorithm to a two-stage algorithm; the algorithm is restarted after a heuristic branch-and-price procedure is completed. Finally, we presented computational results for instances including 25 and 40 customers. The algorithm finds optimal solutions for the majority of instances and obtains good solutions with small integrality gaps for the rest.

Although the valid inequalities proved to be effective in significantly closing the gap, the experiments showed that there remains a gap of two to three percent between the LP relaxation bound at the root node and the optimal solution. One research avenue is to explore ideas for generating additional inequalities and to extend the algorithm to a branch-cut-and-price algorithm. We expect that the addition of further cutting plane routines will prove helpful in solving larger instances.

There are two practical implications of the work reported in this paper. First, we have demonstrated that it is computationally feasible to obtain optimal or good quality solutions for the integrated problem and that there is value in solving the integrated problem. Namely, for a fixed set of customers and candidate facility locations, the integrated problem identifies opportunities to lower cost through changes in facility selection, reduction in vehicle quantity, and/or changes in customer routing. Second, since the LRSP is a generalization of other well-known problems, such as LRP, MDVRP, VRP, and VRPMT (VRP with multiple trips), the algorithm described in this paper can be modified to solve these special cases. One area of ongoing and future research is to explore possible contributions of our algorithm to the literature for these special cases. Early results for one special case, the LRP under capacity constraints, are reported in Akca et al. (2008).
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