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Abstract Quantum computing has attracted significant interest in the optimization community because it potentially can solve classes of optimization problems faster than conventional supercomputers. Several researchers proposed quantum computing methods, especially Quantum Interior Point Methods (QIPMs), to solve convex optimization problems, such as Linear Optimization, Semidefinite Optimization, and Second-order Cone Optimization problems. Most of them have applied a Quantum Linear System Algorithm at each iteration to compute a Newton step. However, using quantum linear solvers in QIPMs comes with many challenges, such as having ill-conditioned systems and the considerable error of quantum solvers. This paper investigates how one can efficiently use quantum linear solvers in QIPMs. Accordingly, an Inexact Infeasible Quantum Interior Point Method is developed to solve linear optimization problems. We also discuss how can we get an exact solution by Iterative Refinement without excessive time of quantum solvers. Finally, computational results with QISKIT implementation of our QIPM using quantum simulators are analyzed.
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1 Introduction

Linear Optimization (LO) is defined as optimizing a linear function over a set of linear equality and inequality constraints. Several algorithms were developed to solve LO problems [12, 25].
Karmarkar [21] developed the foundations of polynomial time and practically efficient Interior Point Methods (IPMs) for solving LO problems. Since Karmarkar’s publication, a large class of theoretically and practically efficient IPMs were developed, see, e.g., [35, 32, 38]. Contrary to the Simplex method, a feasible IPM reaches an optimal solution by traversing through the interior of the feasible region [32].

Contemporary IPMs reach an optimal solution by starting from an interior point and following the central path [32]. The most efficient IPMs are primal-dual methods, meaning they strive to satisfy the optimality conditions while maintaining strict primal and dual feasibility. It should be noted that basic IPMs need an initial feasible interior point. Some current commercial solvers apply Feasible IPMs (F-IPMs) based on the self-dual embedding formulation of LO problems, e.g., MOSEK, while Infeasible Interior Point Methods (I-IPMs) can start with an infeasible but positive solution. Theoretical analysis shows the best iteration complexity of F-IPMs is $O(\sqrt{n}L)$, where $n$ is the number of variables, and $L$ is the binary length of the input data. On the other hand, the best iteration complexity of I-IPMs is $O(nL)$. In practice, the performance of both feasible and infeasible IPM are similar [38].

A linear equation system is solved at each iteration of IPMs to calculate a Newton direction. There are three choices for the linear equation system: (i) Full Newton System, (ii) Augmented System, and (iii) Normal Equation System (NES). In classical computers, a general approach is applying Cholesky Factorization to solve the NES, because it has a symmetric positive definite coefficient matrix. A partial update technique improved the complexity of solving the system in each iteration. This approach leads to the best total complexity of $O(n^3L)$ arithmetic operations for solving LO problems. However, this is not always efficient in practice [32]. Since Cholesky Factorization requires $O(n^3)$ arithmetic operations for large dense matrices, several researchers studied inexact solution methodologies for solving Newton systems. Bellavia [3] proved the convergence of Inexact I-IPM (II-IPM) for general convex optimization problems. Mizuno and his colleagues studied the convergence of II-IPMs [29, 16]. Korzak [27] and Baryamureeba and Steihaug [2] proved the convergence of II-IPM proposed by Kojima et al. [26]. Korzak [27] also showed that the total time complexity of his algorithm is polynomial. Al-Jeiroudi and Gondzio [20], and Monteiro and O’Neal [31] investigated the use of Preconditioned Conjugate Gradient (PCG) methods in II-IPMs. Zhou and Toh [41] also proved the convergence of II-IPM for SDO problems. The best iteration complexity of II-IPMs is $O(n^2L)$ which is $\Theta(n^{1.5})$ weaker than the best iteration complexity of exact IPMs.

Quantum computers have recently emerged as a powerful alternative to classic computers [11]. Starting from Deutsch’s Problem, a series of problems and algorithms have demonstrated theoretically exponential speedup compared to their classical counterparts [14, 15, 34]. One of the promising quantum algorithms is the HHL method [19] to solve linear system problems. The HHL method showed quantum advantage with respect to the dimension compared to classical linear equation systems. However, this method has unfavorable dependence on the condition number, error, and the sparsity of the matrix. Several researchers attempted to improve the performance of Quantum Linear System Algorithms (QLSAs), [37, 11]. This paper explores an efficient use of the QLSAs for solving the Newton system at each iteration of IPMs.

To investigate quantum speedup for continuous optimization, Brandão and his colleagues proposed a non-IPM quantum algorithm based on the multiplicative weight method to solve SDO problems [5, 6]. A few studies were proposing QIPMs. Kerenidis and his colleagues presented a series of papers on QIPMs for solving LO, Semidefinite Optimization (SDO) [22], and Second-order Cone Optimization (SOCO) problems [24]. Kerenidis and Prakash [22] claimed that their algorithm has $O((\frac{\kappa}{\zeta})^\epsilon \log(1/\zeta))$ complexity for LO problems where $\zeta$ is the final optimality gap, $\epsilon$ is the precision of the QLSA. Further, $\kappa$ is an upper bound for the condition number of the Newton systems at each iteration. This result indicates polynomial improvement with respect to...
the number of variables \( n \) over the best classical solvers, while it suffers from high dependence on the condition number and the precision of the QLSA. They used block encoding to construct the Newton system and Quantum Tomography Algorithm (QTA) to extract the classical solution. Casares and Martín-Delgado [8] also provided a hybrid predictor-corrector QIPM scheme to solve LO problems using the well-known predictor-corrector method proposed by Ye et al. [40]. In each step, it uses the QLSA proposed by Chakraborty et al. [9] to solve the Newton systems. The complexity of their method is \( O(\sqrt{n}(n+m)\|M\|_{F}^2\epsilon^{-2}) \), where \( m \) is the number of constraints, and \( \|M\|_{F} \) is an upper bound to the Frobenius norm of the coefficient matrix in the Newton system. The authors claimed a quantum speedup with respect to the dimension \( n \) compared to classical algorithms. However, they overlooked some elements in their time complexity. Thus, the actual complexity has higher dependence on \( n \) and the required precision.

In both mentioned QIPMs, an exact F-IPM framework was used, regardless of the inherent inexactness of QLSAs. So, the convergence of these QIPMs is questionable, and the proposed time complexities are not attainable, since Inexact IPMs have higher iteration complexity. A major challenge is that QLSAs’ time complexities depend on the condition number of the linear system and the required precision of QLSAs. In IPMs, the condition number of the Newton system typically goes to infinity as the algorithm approaches an optimal solution [32]. It is also worthy to mention that \( \epsilon \), the required precision for solution of the Newton system, needs to be significantly smaller than the final precision \( \zeta \). Consequently, these complexity bounds are not polynomial in the classical sense. This paper explores an efficient use of the QLSAs for solving the Newton system at each iteration of QIPMs. We propose an II-QIPM to find an exact solution. We also employ an iterative refinement scheme to avoid exponential complexity in finding an exact optimal solution.

This paper is structured as follows. Section 2 discusses the performance of existing QLSAs. Section 3 introduces the LO problem and its characteristics. In Section 4, we present an II-QIPM to solve LO problems, in which a QLSA is used for solving the NES. We also prove the convergence of the proposed II-QIPM. In Section 5, we employ an Iterative Refinement scheme to find an exact optimal solution of a LO problem without excessive time of QLSAs. Section 6 discusses how the results change using different Newton systems. Section 7 presents the first implementation of the proposed II-QIPM with Iterative Refinement (IR-II-QIPM) and evaluates the algorithms through computational experiments.

2 Quantum Linear Algebra

This section reviews the use of Quantum algorithms to solve Linear System Problems (LSP).

**Definition 2.1 (LSP)** The Linear System Problem: Find a vector \( z \in \mathbb{R}^p \) such that it satisfies equation \( Mz = \sigma \) with coefficient matrix \( M \in \mathbb{R}^{p \times p} \) and right-hand side (RHS) vector \( \sigma \in \mathbb{R}^p \).

In the rest of the paper, \( \|M\| = \|M\|_2 \) is the 2-norm of matrix \( M \), and \( \|M\|_F \) is the Frobenius norm of \( M \). Also, we sometimes use \( \tilde{O} \) which suppresses the polylogaritimic factors in the "Big-O" notation. It should be mentioned that the complexity of classical algorithm means the number of arithmetic operations and the complexity of quantum algorithm is the number of quantum gates.

The LSP can have either one, many, or no solutions. A basic approach for solving an LSP is Gaussian elimination, or LU factorization, with \( O(p^3) \) arithmetic operations. If \( M \) is a square symmetric positive semidefinite (PSD) matrix, we can also apply Cholesky factorization with \( O(p^3) \) arithmetic operations. The best complexity for an iterative algorithm with respect to \( p \) is \( O(pd\log(1/\epsilon)) \) arithmetic operations for the Conjugate Gradient method solving systems with
PSD matrices, where \( d \) is the maximum number of non-zero elements in any row or column of \( M \), \( \kappa \) is the condition number of \( M \), and \( \epsilon \) is the error allowed.

Before discussing QLSAs, we should mention that the \(|z\rangle\) notation represents the quantum state corresponding to the unit classical vector \( z \). We denote the basis state \(|i\rangle\), which is a column vector with dimension \( p \), one in coordinate \( i \) and zero in other coordinates [11]. QLSAs have different approaches with different assignments, while all of them are solving Quantum Linear System Problems (QLSPs) defined as follows.

**Definition 2.2 (QLSP)** Let \( M \in \mathbb{C}^{p \times p} \) be a Hermitian matrix with \( \|M\| = 1 \), and let \( \sigma \in \mathbb{C}^p \). We seek to find a quantum state \(|z\rangle\) such that it satisfies the linear system \( M|z\rangle = |\sigma\rangle \), where

\[
|\sigma\rangle = \frac{\sum_{i=1}^{p} \sigma_i |i\rangle}{\|\sum_{i=1}^{p} \sigma_i |i\rangle\|} \quad \text{and} \quad |z\rangle = \frac{\sum_{i=1}^{p} z_i |i\rangle}{\|\sum_{i=1}^{p} z_i |i\rangle\|}.
\]

Based on Definition 2.1 and Definition 2.2, QLSP is a different form of the LSP. It should be noted that at each iteration of QIPMs, instead of an LSP, we need to use a QLSA to solve a QLSP. Thus, we need to translate LSP to QLSP, solve the QLSP by QLSA and extract the solution by a QTA. Some papers incorrectly used the result of QLSAs for solving LSP without considering the cost of QTA, encoding, and scaling. Here, we analyze the details and costs of the process of translating LSPs to QLSPs, encoding in quantum setting, solving them with a QLSA, and extracting classical solutions with a QTA as follows.

(i) Model of Computation: the first important step is determining how to encode the input data in quantum setting. There are two major input models. One is the sparse-access model which used in the HHL algorithm [19] and then in other QLSAs [11, 7]. This is a quantum version of classical sparse matrix computation, and we assume access to unitaries that calculate the index of the \( l \)th non-zero element of the \( k \)th row of a matrix \( M \) when given \((k, l)\) as input. A different input model, now known as the quantum operator input model, is proposed in Low and Chuang [28], which is based on the idea of block-encoded matrices. In this input model, one has access to unitaries that store the coefficient matrix:

\[
U = \left(\frac{M/\alpha}{\sum_{i}^{p} \sigma_i |i\rangle\langle i|} \right),
\]

where \( \alpha \geq \|M\| \) is a normalization factor chosen to ensure that \( U \) has norm at most 1. Chakraborty et al. [9] showed that this quantum operator input model is more efficient than the sparse-access model and oracles to encode input data using block-encoding has favorable complexity compared to the sparse-access model. On the other hand, most of block-encoding approaches use Quantum Random Access Memory (QRAM). However, the sparse-access model can be implemented in the standard gate-based quantum circuit model. Despite efficient encoding procedures, the quantum operator input model can not be implemented with current quantum computers since there is no physical implementation of QRAM. In our analysis, we assume that the data is stored in QRAM, and we use the quantum operator model by Chakraborty et al. [9] for the QLSA, which enjoys the best complexity to date. Using the QRAM structure, Kerenidis and Prakash [23] showed that one can implement \( \epsilon \)-approximate block-encoding of \( M \) with \( O(\text{polylog}(\frac{p}{\epsilon})) \) complexity. Further, Childs [10] proved that given \( M \) in the sparse-access input model, there is an \( \epsilon \)-approximate block-encoding of \( M \) that can be implemented in complexity \( O(\text{polylog}(\frac{p}{\epsilon})) \). Thus, our results also apply to the sparse-access input model if we have the data in that form. Using these results and assuming access to QRAM, Chakraborty et al. [9] proposed a QLSA, in which they construct state \(|\sigma\rangle\), build and implement a block-encoding of matrix \( M \) with \( O(\text{polylog}(\frac{p}{\epsilon})) \) complexity.
(ii) Translating LSP to QLSP: Based on the definition of QLSP, the coefficient matrix of the system must be Hermitian. If $M$ is not Hermitian, one can construct $\bar{M} = \begin{bmatrix} 0 & M \\ M^\dagger & 0 \end{bmatrix}$, $\bar{\sigma} = \begin{pmatrix} \sigma \\ 0 \end{pmatrix}$, and find the vector $\bar{z} = \begin{pmatrix} 0 \\ z \end{pmatrix}$, where $M^\dagger$ denotes the conjugate transpose of $M$. The size of the problem increases from $p$ to $2p$. QLSP assumes $\|M\| = 1$. In the structure of block encoding, we address this normalization but for sparse encoding we need to normalize the system $\bar{M}\bar{z} = \bar{\sigma}$ where $\bar{M} = M\|M\|$, $\bar{\sigma} = \sigma\|M\|$, and $\bar{z} = z$.

We also have a similar scaling in the definitions of states $|z\rangle$ and $|\sigma\rangle$. This scaling affects the target precision. Let $|\tilde{z}\rangle$ be an inexact solution of the QLSP such that $\|\tilde{z} - z\| \leq \epsilon_{QLSP}$. To extract the solution of the LSP ($z$), we have $\tilde{z} = \|\sigma\| |\tilde{z}\rangle$ and the error for the solution of the LSP will be $\|\tilde{z} - z\| = \|\sigma\| \|\tilde{z} - z\| \leq \|\sigma\|\epsilon_{QLSP}$.

Thus, scaling changes the error of a solution. If we want to have error bound $\epsilon_{LSP}$ for the solution of the LSP, then we must set the target error of the QLSP as $\epsilon_{QLSP} = \epsilon_{LSP}/\|\sigma\|$. (iii) QLSA: After preprocessing and encoding, we can apply the QLSA to solve the QLSP. The HHL algorithm [19] solves QLSPs with $\tilde{O}(\log(p) \frac{d^2\kappa^2}{\epsilon_{QLSP}})$ complexity. Several researchers attempted to improve the performance of the HHL algorithm. As the first attempt, Amplitude Amplification decreases the dependence on $\kappa^2$ to $\kappa$ [11]. Wossnig et al. [37] proposed a QLSA with $\tilde{O}(\text{polylog}(p)\|M\|_F \frac{\kappa}{\epsilon_{QLSP}})$ complexity by using the Quantum Singular Value Estimation. In another direction, Childs et al. [11] developed two QLSAs with exponentially better dependence on error with $\tilde{O}(\text{polylog}(\frac{p}{\epsilon_{QLSP}})\text{d} \kappa)$ complexity. They proposed two approaches using Fourier and Chebyshev series representations. The best QLSA with respect to complexity uses block encoding and QRAM with $\tilde{O}(\text{polylog}(\frac{p}{\epsilon_{QLSP}})\|M\|_F \kappa)$ complexity [9]. The details of these methods are out of the scope of this paper. For further details, see [13].

(iv) QTA: QLSAs provide a quantum state proportional to the solution. We cannot extract the classical solution by a single measurement. We need Quantum Tomography Algorithms (QTAs) to extract the classical solution. There are several papers improving QTAs, see e.g., [24]. We used the best QTA by [36], with complexity $O(\frac{p}{\epsilon_{QTA}})$. Since the error is additive, we may choose $\epsilon_{QTA} = \epsilon_{QLSA} = \frac{\epsilon_{LSP}}{2\|\sigma\|}$.

Table 1 presents the complexity of different classical and quantum algorithms for solving an LSP. Here, the complexity of a QTA is considered in the complexity of QLSAs. As shown in Table 1, although QLSAs have better dependence on dimension $p$ compared to classical solvers, the complexity of solving LSP using QLSA+QTA will have similar dependence on $p$, but better dependence on sparsity $d$, compared to Conjugate Gradient (CG). QLSAs have better dependence on dimension $p$ compared to factorization and elimination techniques. Generally, QLSA has worse dependence on $\kappa$, $\frac{1}{\epsilon_{QLSP}}$, $\|M\|$, and $\|\sigma\|$. The following section will discuss how we can deal with error and condition number when we use QLSA in IPMs.
Table 1: Complexity of solving an LSP.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factorization methods (e.g. Cholesky)</td>
<td>$O(p^3)$</td>
</tr>
<tr>
<td>Conjugate Gradient</td>
<td>$O(pd\sqrt{\kappa}\log(\frac{1}{\epsilon}))$</td>
</tr>
<tr>
<td>HHL [19] + QTA [36]</td>
<td>$O(p^d\kappa^2|\sigma|^2|M|^2\epsilon^2\text{polylog}(\frac{p\kappa}{\epsilon}))$</td>
</tr>
<tr>
<td>QLSA [11] + QTA [36]</td>
<td>$O(p^d\kappa|\sigma|^2|M|^F\epsilon^{\text{polylog}(\frac{p\kappa}{\epsilon}))}$</td>
</tr>
<tr>
<td>QLSA [9] + QTA [36]</td>
<td>$O(p^d\kappa|\sigma|^2|M|^F\epsilon^{\text{polylog}(\frac{p\kappa}{\epsilon}))}$</td>
</tr>
</tbody>
</table>

3 The Linear Optimization Problem

Here we consider the standard form of Linear Optimization (LO) problem as follows:

$$\begin{align*}
\text{(P)} & \quad \min \ c^T x \\
& \text{s.t.} \ Ax = b, \\
& \quad x \geq 0,
\end{align*}$$

$$\begin{align*}
\text{(D)} & \quad \max \ b^T y \\
& \text{s.t.} \ A^T y + s = c, \\
& \quad s \geq 0,
\end{align*}$$

(1)

where $A : m \times n$ matrix with $\text{rank}(A) = m$, vectors $y, b \in \mathbb{R}^m$, and $x, s, c \in \mathbb{R}^n$. Problem (P) is called the primal problem and (D) called the dual problem. Due to the Strong Duality Theorem [32], all optimal solutions, if exist, belong to the set $\mathcal{PD}^*$, which is defined as

$$\mathcal{PD}^* = \{(x, y, s) \in \mathbb{R}^{n+m+n} : Ax = b, A^T y + s = c, x^T s = 0, (x, s) \geq 0\}.$$

Now, we can define the optimal partition of the LO problem as

$$B = \{j \in \{1, \ldots, n\} : x^*_j > 0 \text{ for some } (x^*, y^*, s^*) \in \mathcal{PD}^*\},$$

$$N = \{j \in \{1, \ldots, n\} : s^*_j > 0 \text{ for some } (x^*, y^*, s^*) \in \mathcal{PD}^*\},$$

where $B \cup N = \{1, \ldots, n\}$, and $B \cap N = \emptyset$ [32].

**Assumption 1.** From now on, without loss of generality [32], we assume that the Interior Point Condition (IPC) holds, i.e., there exist a solution $(x, y, s)$ such that

$$Ax = b, \quad x > 0, \quad A^T y + s = c, \quad \text{and } s > 0.$$

The IPC warranties [32] that the optimal set $\mathcal{PD}^*$ is bounded, so there exists $\omega \geq 1$ such that

$$\omega \geq \max\{\|(x^*, s^*)\|_\infty : (x^*, s^*) \in \mathcal{PD}^*\}.$$

The central path is the curve defined by

$$\mathcal{CP} = \{(x, y, s) \in \mathbb{R}^{n+m+n} : Ax = b, A^T y + s = c, x_i s_i = \mu \text{ for } i \in \{1, \ldots, n\}, x, s, \mu \geq 0\}.$$

By the IPC, the central path is well-defined, and an interior feasible solution $(x, y, s)$ exists for all $\mu > 0$. Now, for any $0 < \gamma_1 < 1$, we define an infeasible neighborhood of the central path as the following definition in [38].

$$\mathcal{N}(\gamma_1, \gamma_2) = \{(x, y, s) \in \mathbb{R}^{n+m+n} : (x, s) \geq 0, \quad x_i s_i \geq \gamma_1 \frac{x^T s}{n} \text{ for } i \in \{1, \ldots, n\}, \|(R_P, R_D)\| \leq \gamma_2 \mu\},$$
where \( R_P = b - Ax \), and \( R_D = c - ATy - s \). Assuming that the input data is integer, we denote the binary length of the input data by

\[
L = mn + m + n + \sum_{i,j} \log(|a_{ij}| + 1) + \sum_i \log(|c_i| + 1) + \sum_j \log(|b_j| + 1).
\]

The following lemma is a classical result first proved by Khachiyan [25].

**Lemma 3.1** Let \((x^*, y^*, s^*) \in PD^*\) be a basic solution. If \(x_i^* > 0\), then we have \(x_i^* \geq 2^{-L}\). If \(s_i^* > 0\), then we have \(s_i^* \geq 2^{-L}\).

**Theorem 3.1** (Chapter 3 in [38]) An exact optimal solution can be attained by a strongly polynomial rounding procedure when \((x, y, s) \in N(\gamma_1, \gamma_2)\) and \(\mu \leq 2^{-2L}\).

If the IPC holds, then the optimal set \(PD^*\) is bounded, and we can find the upper bound for all the coordinates of all optimal solutions as described in the following lemma.

**Lemma 3.2** (Chapter 5 in [39]) Assuming the IPC, then for any \((x^*, y^*, s^*) \in PD^*\), \(\max\{x_i^*\} \leq 2^L\), and \(\max\{s_i^*\} \leq 2^L\).

For theoretical purpose, we can use \(\omega = 2^L\) from Lemma 3.2, but in practice for concrete LO problems we may find a smaller bound.

### 4 An Inexact Infeasible Quantum IPM

To speed up IPMs, we use QLSAs to solve the Newton system at each iteration of IPMs. As discussed in Section 2, QLSAs inherently produce inexact solutions. Thus, one approach to use QLSA efficiently is to develop an Inexact Infeasible QIPM (II-QIPM). In this paper, we utilize the KMM method proposed by Kojima et al. [26] with the inexact Newton steps calculated by a QLSA. Given \((x^k, y^k, s^k) \in N(\gamma_1, \gamma_2)\), let \(\mu^k = \frac{(x^k)^T s^k}{n}\) and \(0 < \beta_1 < 1\) be the centering parameter, then the Newton system is defined as

\[
\begin{align*}
A\Delta x^k &= b - Ax^k, \\
A^T \Delta y^k + \Delta s^k &= c - ATy^k - s^k, \\
X^k \Delta s^k + S^k \Delta x^k &= \beta_1 \mu^k e - X^k s^k,
\end{align*}
\]  

(2)

where \(e\) is all one vector with appropriate dimension, \(X^k = \text{diag}(x^k)\), and \(S^k = \text{diag}(s^k)\). Instead of solving the full Newton system, we may solve the Augmented system or the Normal Equation System (NESS). In the following, we use the NES and discuss the effect of different systems on the results later in Section 6. From the Newton system (2), the NES is formulated as

\[
M^k \Delta y^k = \sigma^k,
\]

(NESS)

where

\[
\begin{align*}
D^k &= (X^k)^{1/2}(S^k)^{-1/2}, \\
M^k &= A(D^k)^2 A^T, \\
\sigma^k &= AX^k(s^k)^{-1}e - AX^k(S^k)^{-1}A^T y^k - \beta_1 \mu^k A(S^k)^{-1}e + b - Ax^k \\
&= b - \beta_1 \mu^k A(S^k)^{-1}e + AX^k(S^k)^{-1}(e - ATy^k - s^k).
\end{align*}
\]
As we can see, the NES has a smaller size, \( m \), than the full Newton system. Further, the matrix of the NES is symmetric, and positive definite, thus Hermitian. Consequently, QLSAs can solve the NES efficiently. By its nature, a QLSA generates an inexact solution \( \Delta y^k \) with error bound \( \| \Delta y^k - \Delta y^p \| \leq \epsilon^k \). This error leads to residual \( r^k \) as

\[ M^k \Delta y^k = \sigma^k + r^k, \]

where \( r^k = M^k(\Delta y^k - \Delta y^k) \). After finding \( \Delta y^k \) inexactly by solving the NES using QLSA, we compute the inexact \( \Delta x^k \) and \( \Delta s^k \) classically as

\[ \Delta x^k = c - A^T y^k - s^k - A^T \Delta y^k, \]
\[ \Delta s^k = \beta_1 \mu^k (S^k)^{-1} e - x^k - (S^k)^{-1} X^k \Delta x^k. \]  

(3)

As \( \Delta s^k \) and \( \Delta x^k \) are directly calculated by equations (3), one can verify that \((\Delta x^k, \Delta s^k, \Delta y^k)\) satisfies

\[ A \Delta x^k = b - A x^k + r^k, \]
\[ A^T \Delta y^k + \Delta s^k = c - A^T y^k - s^k, \]
\[ X^k \Delta s^k + S^k \Delta x^k = \beta_1 \mu^k e - X^k y^k. \]  

(4)

To have a II-IPM using (NES) with iteration complexity \( O(n^2 L) \), the residual norm must decrease at least \( O(\lambda_{\min}(A)\sqrt{n}\log n) \) time faster than \( (x^k)^T s^k \) where \( \lambda_{\min}(A) \) is the smallest singular value of \( A \) [41]. We can have wider residual bound but with higher iteration complexity of II-IPM [4]. In the literature of preconditioning the NES, some papers modified the equations (3) and the (NES) to transfer the residual from the first equation of (4) to its last equation. By these changes, we can get much better bounds [20, 31]. Since tight residual bound leads to high complexity of QLSA+QTA, in this paper, we use a modification of the NES which leads to \( O(n^2 L) \) iteration complexity of II-QIPM, where the residual is decreasing with the rate of \( O(\sqrt{\mu^k}). \)

Since \( A \) has full row rank, one can choose an arbitrary basis \( \hat{B} \), and calculate \( A^{-1} \hat{B} \), \( \hat{A} = A^{-1} \hat{B} A \), and \( \hat{b} = A^{-1} \hat{b} b \). This calculation needs \( O(m^2n) \) arithmetic operations and happens just one time before the iterations of IPM. The cost of this preprocessing is dominated by the cost of II-QIPM, but it can be reduced by using the structure of \( A \). For example, if the problem is in the canonical form, there is no need for this preprocessing. In the rest of this paper, all methodology is applied to the preprocessed problem with input data \((\hat{A}, \hat{b}, \hat{c})\). Now, we can modify the (NES) to

\[ \hat{M}^k \hat{z}^k = \hat{\sigma}^k \]  

(MNES)

where

\[ \hat{M}^k = (D^k_{B})^{-1} A_{\hat{B}}^{-1} M^k ((D^k_{B})^{-1} A_{\hat{B}}^{-1})^T = (D^k_{B})^{-1} \hat{A} (D^k_{B})^2 ((D^k_{B})^{-1} \hat{A})^T, \]
\[ \hat{\sigma}^k = (D^k_{B})^{-1} A_{\hat{B}}^{-1} \sigma^k = (D^k_{B})^{-1} \hat{b} - \beta_1 \mu^k (D^k_{B})^{-1} \hat{A} (S^k)^{-1} e + (D^k_{B})^{-1} \hat{A} (D^k_{B})^2 (c - A^T y^k - s^k). \]

We use the following procedure to find the Newton direction by solving (MNES) inexactly with QLSA+QTA.

**Step 1.** Find \( \hat{z}^k \) such that \( \hat{M}^k \hat{z}^k = \hat{\sigma}^k + \hat{r}^k \) and \( \| \hat{r}^k \| \leq \eta \sqrt{\mu^k} \).

**Step 2.** Calculate \( \hat{\Delta} y^k = ((D^k_{B})^{-1} A_{\hat{B}}^{-1})^T \hat{z}^k \).

**Step 3.** Calculate \( \hat{v}^k = (\hat{v}^k_B, \hat{v}^k_N) = (D^k_{\hat{B}} \hat{z}^k, 0) \).

**Step 4.** Calculate \( \hat{\Delta} s^k = c - A^T y^k - s^k - A^T \hat{\Delta} y^k \).
Step 5. Calculate \( \tilde{\Delta}x^k = \beta_1\mu^k(S^k)^{-1}e - x^k - (D^k)^2\tilde{\Delta}s^k - v^k \).

The following Lemma shows how the inexact solution of (MNES) lead to residual only in the last equation of the Newton system.

Lemma 4.1 For the Newton direction \((\tilde{\Delta}x^k, \tilde{\Delta}y^k, \tilde{\Delta}s^k)\), we have

\[
\begin{align*}
A\tilde{\Delta}x^k &= b - Ax^k, \\
A^T\tilde{\Delta}y^k + \tilde{\Delta}s^k &= c - A^Ty^k - s^k, \\
X^k\tilde{\Delta}s^k + S^k\tilde{\Delta}x^k &= \beta_1\mu^k e - X^ks^k - S^kv^k.
\end{align*}
\]

(5)

Proof. For the Newton direction \((\tilde{\Delta}x^k, \tilde{\Delta}y^k, \tilde{\Delta}s^k)\), one can verify that

\[
\begin{align*}
\tilde{M}^kz^k &= \tilde{s}^k + \tilde{r}^k, \\
M^k\tilde{\Delta}y^k &= \sigma^k + A_BD_B\tilde{r}^k.
\end{align*}
\]

For the first equation of (5), we can write

\[
A\tilde{\Delta}x^k = A(\beta_1\mu^k(S^k)^{-1}e - x^k - (S^k)^{-1}X^k\tilde{\Delta}s^k - v^k) \\
= A(\beta_1\mu^k(S^k)^{-1}e - x^k - (S^k)^{-1}X^k(c - s^k) - A^Ty^k - A^T\tilde{\Delta}y^k) - v^k) \\
= \beta_1\mu^kA(S^k)^{-1}e - Ax^k - A(S^k)^{-1}X^kc + A(S^k)^{-1}X^ks^k + A(S^k)^{-1}X^kA^Ty^k \\
+ A(S^k)^{-1}X^kA^T\tilde{\Delta}y^k - Av^k \\
= \beta_1\mu^kA(S^k)^{-1}e - A(S^k)^{-1}X^kc + A(S^k)^{-1}X^kA^Ty^k + \sigma^k + A_BD_B\tilde{r}^k - A_BD_B\tilde{r}^k \\
= b - Ax^k.
\]

The second and third equations of (5) are obtained by the Steps 4 and 5.

To have a convergent IPM, we need \(\|S^kv^k\|_\infty \leq \eta\mu^k\), where \(0 \leq \eta < 1\) is an enforcing parameter.

Lemma 4.2 For the Newton direction \((\tilde{\Delta}x^k, \tilde{\Delta}y^k, \tilde{\Delta}s^k)\), if the residual \(\|\tilde{r}^k\| \leq \eta\sqrt{\mu^k}\), then \(\|S^kv^k\|_\infty \leq \eta\mu^k\).

Proof. We have

\[
\|S^kv^k\|_\infty = \|S^kD_B\tilde{r}^k\|_\infty = \|S^kD_B\tilde{r}^k\|_\infty \leq \|(S^k)^{1/2}(X_B)^{1/2}\|\|\tilde{r}^k\|_\infty \leq \sqrt{\eta\mu^k}\|\tilde{r}^k\| \leq \eta\mu^k.
\]

In the following, we show that by satisfying \(\|\tilde{r}^k\| \leq \eta\sqrt{\mu^k}\), then the iterations of the II-QIPM remain in the \(N(\gamma_1, \gamma_2)\) neighborhood of the central path. The following theorem presents the complexity of solving the (MNES) system by utilizing the QLSA of Chakraborty et al. [9]. We can also use other QLSAs discussed in Section 2, leading to different complexity bounds.

Lemma 4.3 The QLSA by [9] and the QTA by [36] can build the (MNES) system, and produce a solution \(z^k\) for the (MNES) system satisfying \(\|z^k\| \leq \eta\sqrt{\mu^k}\) with \(\tilde{O}(mn(\kappa_E^k)^2\|A^k\|\|E^k\|_F)\sqrt{\mu^k}\) complexity, where \(E^k = (D_B^k)^{-1}\tilde{A}D^k\), and \(\kappa_E^k\) is the condition number of \(E^k\).
Proof. Building the (MNES) system in classical computer needs some matrix multiplications, which costs $O(m^2n)$ arithmetic operations. We can write (MNES) as $E^k(E^k)^T z^k = \hat{\sigma}^k$. As we can see, calculating $E^k$ and $\hat{\sigma}^k$ needs just $O(mn)$ arithmetic operations. Chakraborty et al. [9] proposed an efficient way to build and solve a linear system in the form $E^k(E^k)^T z^k = \hat{\sigma}^k$, with $O(\text{polylog}(\frac{n}{\epsilon})e^k_k\|E^k\|_F)$ complexity. Also, we need to find the target precision for QLSA and QTA such that $\|\hat{\sigma}^k\| \leq \eta \sqrt{\frac{\mu}{n}}$ is satisfied. For LSP, we have

$$\|x^k\| = \|\hat{M}^k z^k - \hat{M}^k \hat{z}^k\| \leq \|\hat{M}^k\|\cdot \|z^k - \hat{z}^k\| \leq \|\hat{M}^k\|\|\hat{\epsilon}_{LSP}^k\|.$$ 

Thus, to have $\|\hat{x}^k\| \leq \eta \sqrt{\frac{\mu}{n}}$, it is sufficient to require $\epsilon_{LSP}^k \leq \eta \sqrt{\frac{\mu}{n}}\|\hat{\sigma}^k\|$. Based on the discussion of Section 2, we need to have

$$\epsilon_{QLSA}^k \leq \eta \sqrt{\frac{\mu}{n}}\|\hat{\sigma}^k\| \quad \text{and} \quad \epsilon_{QTA}^k \leq \eta \sqrt{\frac{\mu}{n}}\|\hat{\sigma}^k\|.$$ 

With this target precision, the QLSA by [9] has $O(\text{polylog}(\frac{n\sqrt{\mu}}{\epsilon}\|z^k\|\|E^k\|_F))$ complexity, and the QTA by [36] has $O(\frac{\sqrt{n}}{\epsilon}\|z^k\|\|E^k\|_F)$ complexity. Since calculating $E^k$ and $\hat{\sigma}^k$ needs $O(mn)$ arithmetic operations, the total cost of building and solving the (NES) system is

$$\hat{O}(m\sqrt{n}\|z^k\|\|E^k\|_F)\sqrt{\frac{\mu}{n}}.)$$

The proof is complete.

We present the II-QIPM as Algorithm 1 for solving LO problems. In this algorithm, we use QLSA and QTA to solve the NES.

**Algorithm 1 II-QIPM**

1. Choose $\zeta > 0$, $\gamma_1 \in (0,1), 0 < \eta < \beta_1 < \beta_2 < 1$,
2. Choose $\omega \geq \max\{1, ||x^*, s^*||_{\infty}\}$.
3. $k \leftarrow 0$, $(x^0, y^0, s^0) \leftarrow (\omega, 0, \epsilon, \omega)$, and $\gamma_2 \leftarrow \frac{\|\langle n_0, n_0 \rangle \|}{\mu^0}$
4. while $(x^k, y^k, s^k) \notin \mathcal{D}^\zeta$ do
5. $\mu^k \leftarrow \langle x^k, y^k, s^k \rangle$
6. $E^k \leftarrow (D^\mu_{x^k})^{-1} A D^\mu_{x^k}$ and $\hat{\sigma}^k \leftarrow (D^\mu_{x^k})^{-1} \beta_1 \mu^k (D^\mu_{x^k})^{-1} \hat{A}(S^k)^{-1} e + (D^\mu_{x^k})^{-1} \hat{A}(D^\mu_{x^k})^2 (c - A^T y^k - s^k)$
7. $\epsilon_{QLSA}^k \leftarrow \eta \sqrt{\frac{\mu}{n}}\|\hat{\sigma}^k\|$ and $\epsilon_{QTA}^k \leftarrow \eta \sqrt{\frac{\mu}{n}}\|\hat{\sigma}^k\|
8. $(\Delta x^k, \Delta y^k, \Delta s^k) \leftarrow \text{solve} \text{(MNES)} \text{by} \text{QLSA+QTA} \text{with} \text{precision} \epsilon_{QLSA}^k \text{and} \epsilon_{QTA}^k$
9. $\hat{\alpha}^k \leftarrow \max\{\bar{\alpha} \in [0,1] \text{ for all } \alpha \in [0, \bar{\alpha}] \text{ we have}
\quad (x^k, y^k, s^k) + \alpha(\Delta x^k, \Delta y^k, \Delta s^k) \in \mathcal{N}(\gamma_1, \gamma_2) \text{ and}
\quad (x^k + \alpha \Delta x^k)^T (s^k + \alpha \Delta s^k) \leq (1 - \alpha(1 - \beta_2))(x^k)^T s^k\}
10. $(x^{k+1}, y^{k+1}, s^{k+1}) \leftarrow (x^k, y^k, s^k) + \hat{\alpha}^k(\Delta x^k, \Delta y^k, \Delta s^k)$
11. if $\|x_{k+1}, s_{k+1}\|_{\infty} \geq \omega$ then
12. return Primal or dual is infeasible.
13. $k \leftarrow k + 1$
14. return $(x^k, y^k, s^k)$

It can be easily verified that e.g., $\beta_1 = 0.5$, $\beta_2 = 0.9995$, $\eta = 0.4$ and $\gamma_1 = 0.5$ yield a valid choice in Algorithm 1. In the following, we prove the polynomial complexity of Algorithm 1.
4.1 Convergence of the II-QIPM

First, we study basic properties of the proposed II-QIPM as Algorithm 1 in Lemma 4.4. Then, Lemma 4.7 shows that the sequence \{α^k\} is strictly positive for all k. The iteration complexity of Algorithm 1 is proved in Theorem 4.1. In the proof, we need to analyze values of α^k such that at iteration k of Algorithm 1, the Newton step satisfies all the conditions in line 9. To ease notation, we use

\[ x^k(α) = x^k + αΔx^k, \quad y^k(α) = y^k + αΔy^k, \quad s^k(α) = s^k + αΔs^k, \quad μ^k(α) = \frac{x^k(α)^T s^k(α)}{n}, \]

\[ R_{k+1}^P(α) = b - Ax^k(α), \quad\text{and} \quad R_{k+1}^D(α) = c - A^T y^k(α) - s^k(α). \]

The following lemma shows some properties of the proposed II-QIPM.

**Lemma 4.4** At iteration k of Algorithm 1, for any α ∈ [0, 1], with μ^k = \( \frac{\langle x^k \rangle^T x^k}{n} \), we have

\[ R_k^P(α) = (1 - α)R_k^P, \quad (6a) \]

\[ R_k^D(α) = (1 - α)R_k^D, \quad (6b) \]

\[ (x^k(α))^T s^k(α) ≥ (1 + α(β_1 - η - 1))nμ^k + α^2(Δx^k)^T Δs^k, \quad (6c) \]

\[ s_i^k(α)s_i^k(α) ≥ (1 - α)x_i^k s_i^k + α(β_1 - η)μ^k + α^2 Δs_i^k Δs_i^k \text{ for } i ∈ \{1, 2, ..., n\}. \quad (6d) \]

**Proof.** To prove (6a) and (6b), for any α ∈ [0, 1], by (2) we have

\[ R_k^P(α) = b - A(x^k + αΔx^k) = b - Ax^k - αAΔx^k = b - Ax^k - α(b - Ax^k) = (1 - α)R_k^P, \]

\[ R_k^D(α) = c - A^T(y^k + αΔy^k) - s^k - αΔs^k = c - A^T y^k - s^k - α(A^T Δy + Δs) = (1 - α)R_k^D. \]

To prove (6c), based on (5), we have

\[ (x^k + αΔx^k)^T (s^k + αΔs^k) = (x^k)^T s^k + α[(x^k)^T Δs^k + (s^k)^T Δx^k] + α^2(Δx^k)^T Δs^k \]

\[ ≥ (x^k)^T s^k + α[nβ_1μ^k - (x^k)^T s^k - nημ^k] + α^2(Δx^k)^T Δs^k \]

\[ = [1 + α(β_1 - η - 1)](x^k)^T s^k + α^2(Δx^k)^T Δs^k. \]

Based on (5), we can similarly prove (6d) for all \( i ∈ \{1, 2, ..., n\} \) as follows:

\[ (x_i^k + αΔx_i^k)(s_i^k + αΔs_i^k) = x_i^k s_i^k + α(x_i^k Δs_i^k + s_i^k Δx_i^k) + α^2 Δx_i^k Δs_i^k \]

\[ ≥ x_i^k s_i^k + α(β_1 - η)μ^k + α^2 Δx_i^k Δs_i^k; \]

Thus, the proof is complete.

Let us define the following functions

\[ G_i^k(α) = x_i^k(α)s_i^k(α) - γ_1μ^k(α) \text{ for } i ∈ \{1, ..., n\}, \]

\[ g^k(α) = x^k(α)^T s^k(α) - (1 - α)(x^k)^T s^k, \]

\[ h^k(α) = (1 - α(1 - β_2))(x^k)^T s^k - x^k(α)^T s^k(α). \]

Using the defined function, the following lemma provides sufficient conditions for a step length which sufficiently reduce the complementarity gap and keeps the next iterate in the neighborhood \( Ν(γ_1, γ_2) \).
Lemma 4.5 For step length $0 < \alpha \leq 1$, if $G_i^k(\alpha) \geq 0$, $g_i^k(\alpha) \geq 0$, and $h_i^k(\alpha) \geq 0$ holds, then $(x^k(\alpha), y^k(\alpha), s^k(\alpha)) \in \mathcal{N}(\gamma_1, \gamma_2)$ and the Armijo condition

$$(x^k + \alpha \Delta x^k)^T (s^k + \alpha \Delta s^k) \leq (1 - \alpha (1 - \beta_2))(x^k)^T s^k$$

holds.

Proof. It is easy to verify that conditions $G_i^k(\alpha) \geq 0$ and $g_i^k(\alpha) \geq 0$ lead to

$$x_i^k(\alpha) s_i^k(\alpha) \geq \gamma_1 \mu_i^k(\alpha) \text{ for } i \in \{1, \ldots, n\},$$

$$(x^k + \alpha \Delta x^k)^T (s^k + \alpha \Delta s^k) \leq (1 - \alpha (1 - \beta_2))(x^k)^T s^k,$$

respectively. Since $g_i^k(\alpha) \geq 0$, i.e. $x^k(\alpha)^T s^k(\alpha) \geq (1 - \alpha)(x^k)^T s^k$, we have

$$\frac{\| (R_p^k, R_D^k) \|}{\mu^0} = (1 - \alpha) \frac{\| (R_p^k, R_D^k) \|}{\mu^0} \leq \frac{(1 - \alpha) \mu^k}{\mu^0} \leq \frac{\mu^k(\alpha)}{\mu^0}.$$

Further, as $\gamma_2 = \frac{\| (R_p^0, R_D^0) \|}{\mu^0}$, we can conclude that $(x^k(\alpha), y^k(\alpha), s^k(\alpha)) \in \mathcal{N}(\gamma_1, \gamma_2)$. \hfill $\Box$

In order to prove polynomial complexity of II-QIPM we need to find a positive lower bound for the step length. The following lemma is bounding some remaining elements to get the step length bound.

Lemma 4.6 There exist $0 \leq \nu^k = \mathcal{O}(n^2 \mu^k)$ such that $|\Delta x^k_i \Delta s^k_i - \gamma_1 \frac{(\Delta x^k)^T \Delta s^k}{n}| \leq \nu^k$ for $i \in \{1, 2, \ldots, n\}$ and $|(\Delta x^k)^T \Delta s^k| \leq \nu^k$.

Proof. To prove this lemma, we need to do the following steps:

1. finding bound $C_1 = \mathcal{O}(n \mu^k)$ such that $\omega \theta_i^{k-1} \| x^k, s^k \|_1 \leq C_1$
2. finding bound $C_2 = \mathcal{O}(n \sqrt{\mu^k})$ such that $\| D^{-1} \Delta x^k \| \leq C_2$ and $\| D \Delta s^k \| \leq C_2$
3. finding bound $0 \leq \nu^k = \mathcal{O}(n^2 \mu^k)$ such that

$$\| (\Delta x^k)^T \Delta s^k \| \leq \nu^k \text{ and } |\Delta x^k_i \Delta s^k_i - \gamma_1 \frac{(\Delta x^k)^T \Delta s^k}{n}| \leq \nu^k \text{ for } i \in \{1, 2, \ldots, n\}.$$

Step 1. Let us define $\theta^k = \prod_{i=0}^k (1 - \tilde{\alpha}^i)$. One can verify that

$$R_p^k = \theta^{k-1} R_p^0, \text{ and } R_D^k = \theta^{k-1} R_D^0. \tag{7}$$

Based on the definition of $\mathcal{N}(\gamma_1, \gamma_2)$ and the choice of $\gamma_2$, we have

$$\frac{\| (R_p^k, R_D^k) \|}{\mu^k} \leq \frac{\| (R_p^0, R_D^0) \|}{\mu^0}, \tag{8}$$

implying $\mu^k \geq \theta^{k-1} \mu^0$. We also define

$$(x^k, y^k, s^k) = \theta^{k-1}(x^0, y^0, s^0) + (1 - \theta^{k-1})(x^*, y^*, s^*) - (x^k, y^k, s^k),$$

where, $(x^*, y^*, s^*) \in \mathcal{P}D^*$. One can verify that

$$A^T y^k + s^k = 0, \quad A x^k = 0.$$
Since \( \pi^k \) is in the row space of \( A \) and \( \pi^k \) is in the null space of \( A \), we have \( (\pi^k)^T\pi^k = 0 \), or equivalently,

\[
(\theta^{k-1}x^0 + (1 - \theta^{k-1})x^* - x^k)^T[\theta^{k-1}s^0 + (1 - \theta^{k-1})s^* - s^k] = 0.
\]

Since \((x^*, s^*, x^k, s^k) \geq 0\), \(x^*s^* = 0\), and \((x^0, s^0) = \omega e\), we can write

\[
\begin{align*}
(\theta^{k-1}x^0 + (1 - \theta^{k-1})x^* - x^k)^T[\theta^{k-1}s^0 + (1 - \theta^{k-1})s^* - s^k] &= 0, \\
(\theta^{k-1})^2(s^0)^T x^0 + \theta^{k-1}(1 - \theta^{k-1})[(s^0)^T x^* + (s^*)^Ty^0] + (s^k)^T x^k &\geq \theta^{k-1}[(s^0)^T x^k + (x^0)^T s^k], \\
(\theta^{k-1})^2n\mu^0 + 2\theta^{k-1}(1 - \theta^{k-1})n\mu^0 + (s^k)^T x^k &\geq \theta^{k-1}\omega[(e)^Tx^k + (e)^Ts^k], \\
\theta^{k-1}n\mu^k + 2(1 - \theta^{k-1})n\mu^k &\geq \theta^{k-1}\omega\|x^k, s^k\|_1.
\end{align*}
\]

Inequality (11) is obtained by using \((x^0, s^0) = \omega e\) and \(\|(x^*, s^*)\|_\infty \leq \omega\), and the last inequality is obtained by using (7). Thus, \(C_1 = \mathcal{O}(n\mu^k)\).

**Step 2.** In this step we define

\[
(\pi^k, y^k, s^k) = (\Delta x^k, \Delta y^k, \Delta s^k) + \theta^{k-1}(x^0, y^0, s^0) - \theta^{k-1}(x^*, y^*, s^*),
\]

where, \((x^*, y^*, s^*) \in \mathcal{PD}^*\). Similar to Step 1, one can verify that

\[
\begin{align*}
A^T\pi^k + \pi^k &= 0, \\
A\pi^k &= 0, \\
(\pi^k)^T s^k &= 0.
\end{align*}
\]

Consequently, one can verify

\[
\begin{align*}
\|D^{-1}(\Delta x^k + \theta^{k-1}(x^0 - x^*)) + D(\Delta s^k + \theta^{k-1}(s^0 - s^*))\| &= \|D^{-1}(\Delta x^k + \theta^{k-1}(x^0 - x^*))\| + \|D(\Delta s^k + \theta^{k-1}(s^0 - s^*))\| \\
&\leq \|(XS)^{-1/2}(\|XS - \beta_1\mu^k e\| + n\mu^k) + \theta^{k-1}\|D^{-1}(x^0 - x^*)\|\| + \theta^{k-1}\|D(s^0 - s^*)\|.
\end{align*}
\]

Now, we have

\[
\|D^{-1}\Delta x^k\| \leq \|(XS)^{-1/2}(\|XS - \beta_1\mu^k e\| + n\mu^k) + 2\theta^{k-1}\|D^{-1}(x^0 - x^*)\| + 2\theta^{k-1}\|D(s^0 - s^*)\|.
\]

According to pages 116-118 of [38], we can derive the following inequalities:

\[
\begin{align*}
\|(XS)^{-1/2}\| &\leq \frac{1}{\sqrt{n\mu^{k}}}, \\
\|XS - \beta_1\mu^k e\| &\leq n\mu^k, \\
\theta^{k-1}\|D^{-1}(x^0 - x^*)\| + \theta^{k-1}\|D(s^0 - s^*)\| &\leq \theta^{k-1}\|x^k, s^k\|_1\|(XS)^{-1/2}\|\max(\|x^0 - x^*\|,\|s^0 - s^*\|) \\
&\leq \omega\theta^{k-1}\|x^k, s^k\|_1 \leq \frac{C_1}{\sqrt{n\mu^{k}}},
\end{align*}
\]

Thus,

\[
\begin{align*}
\|D^{1}\Delta x^k\| &\leq \frac{n\mu^k + n\mu^k + C_1}{\sqrt{n\mu^{k}}} = C_2, \\
\|D^{1}\Delta s^k\| &\leq C_2.
\end{align*}
\]
Step 3. Based on Steps 1 and 2, we have
\[
(\Delta x^k)^T \Delta s^k \leq \|D^{-1} \Delta x^k\| \|D \Delta s^k\| \leq C_2^2,
\]
\[
|\Delta x_i^k \Delta s_i^k| \leq \|D^{-1} \Delta x^k\| \|D \Delta s^k\| \leq C_2^2,
\]
\[
\left|\Delta x_i^k \Delta s_i^k - \gamma_1 \left(\frac{(\Delta x^k)^T \Delta s^k}{n}\right)\right| \leq (1 + \frac{\gamma_1}{n})C_2^2 \leq 2C_2^2.
\]

Thus, \(\nu^{k} = 2C_2^2 = O(n^2 \mu^k)\).

In the next lemma, we present a strictly positive lower bound for \(\tilde{\alpha}^k\). In the proof, we use parameters \(\delta_1, \delta_2, \) and \(\delta_3\) defined as follows:
\[
\delta_1 = \frac{(1 - \gamma_1)(\beta_1 - \eta)}{n} > 0, \quad \delta_2 = \beta_1 - \eta > 0, \quad \delta_3 = \beta_2 - \beta_1 + \eta > 0.
\]

Lemma 4.7 At line 9 of Algorithm 1, at iteration \(k\), we have
\[
\tilde{\alpha}^k \geq \tilde{\alpha}^k := \min \left\{ 1, \min \{\delta_1, \delta_2, \delta_3\} \frac{(x^k)^T s^k}{\nu^k} \right\} > 0.
\]

Proof. It is enough to show that the conditions of Lemma 4.5 hold for all \(\alpha \in [0, \tilde{\alpha}^k]\). Based on Lemma 4.4, for any \(\alpha \in [0, \tilde{\alpha}^k]\), we have
\[
G_i^k(\alpha) = (x_i^k + \alpha \Delta x_i^k)(s_i^k + \alpha \Delta s_i^k) - \gamma_1 \left(\frac{(x^k)^T (s^k + \alpha \Delta s^k)}{n}\right) \geq 0
\]
\[
= (1 - \alpha)x_i^k s_i^k + \alpha(\beta_1 + \eta)\mu^k + \alpha^2 \Delta x_i^k \Delta s_i^k - \gamma_1 \left(\frac{(1 + \alpha(\beta_1 - \eta - 1))(x^k)^T s^k + \alpha^2 (\Delta x^k)^T \Delta s^k}{n}\right)
\]
\[
\geq \alpha^2 \left(\frac{(\Delta x_i^k)^2 \Delta s_i^k}{n} - \frac{\gamma_1}{n} (\Delta x^k)^T \Delta s^k\right) + (1 - \alpha)(x_i^k s_i^k - \frac{\gamma_1}{n} (x^k)^T s^k) + \alpha(\beta_1 + \eta)(1 - \gamma_1)\mu^k
\]
\[
\geq -\alpha^2 \nu^k + \alpha \delta_1 (x^k)^T s^k \geq \alpha(\delta_1 (x^k)^T s^k - \nu^k \tilde{\alpha}^k) \geq 0.
\]

Equality (14b) follows from equation (6a) of Lemma 4.4, and inequality (14d) is due to the definition of \(\tilde{\alpha}^k\) and the neighborhood \(\mathcal{N}(\gamma_1, \gamma_2)\). Similarly, we show that \(g_i^k(\alpha) \geq 0\) as
\[
g_i^k(\alpha) = x_i^k (\alpha)(x^k)^T s^k(\alpha) - (1 - \alpha)(x^k)^T s^k
\]
\[
\geq (1 + \alpha(\beta_1 - \eta - 1))(x^k)^T s^k + \alpha^2 (\Delta x^k)^T \Delta s^k - (1 - \alpha)(x^k)^T s^k
\]
\[
\geq \alpha(\beta_1 - \eta)(x^k)^T s^k - \alpha^2 \nu^k
\]
\[
\geq \alpha \delta_2 (x^k)^T s^k \geq \alpha(\delta_2 (x^k)^T s^k - \nu^k \tilde{\alpha}^k) \geq 0.
\]

Again, by (6c) of Lemma 4.4, we have for all \(\alpha \in [0, \tilde{\alpha}^k]\)
\[
h_i^k(\alpha) = (1 - \alpha(1 - \beta_2))(x^k)^T s^k - (x^k + \alpha \Delta x^k)^T (s^k + \alpha \Delta s^k)
\]
\[
= (1 - \alpha(1 - \beta_2))(x^k)^T s^k - (1 + \alpha(\beta_1 - \eta - 1))(x^k)^T s^k - \alpha^2 (\Delta x^k)^T \Delta s^k
\]
\[
\geq \alpha(\beta_2 - \beta_1 + \eta)(x^k)^T s^k - \alpha^2 \nu^k
\]
\[
\geq \alpha \delta_3 (x^k)^T s^k \geq \alpha(\delta_3 (x^k)^T s^k - \nu^k \tilde{\alpha}^k) \geq 0.
\]
We showed that for all $\alpha \in [0, \hat{\alpha}^k]$, all the conditions of Lemma 4.5 hold. Thus, we can conclude that $\hat{\alpha}^k \leq \tilde{\alpha}^k$ and the proof is complete.

By Lemma 4.7, we have a strictly positive lower bound for step length $\tilde{\alpha}^k$ to remain in the neighborhood of the central path while we decrease the optimality gap. In what follows, using the results of the previous lemmas, we establish the complexity of the Algorithm 1.

**Theorem 4.1** If Algorithm 1 does not terminate in line 11, then it reaches a $\zeta$-optimal solution in at most $O(n^2 \log \frac{1}{\zeta})$ iterations.

**Proof.** Based on Lemma 4.7, we have

$$\hat{\alpha}^k \geq \alpha^k \geq \alpha^L := \min\left\{1, \min\{\delta_1, \delta_2, \delta_3\} \frac{\nu^k}{\nu^k}\right\} \in (0, 1].$$

Hence, by the definition of the neighborhood, we have

$$(x^k)^T s^k \leq (1 - \alpha^L (1 - \beta_2))^k (x^0)^T s^0.$$ 

This implies that $\lim_{k \to \infty} (x^k)^T s^k = 0$. Thus, the algorithm terminates in finite number of steps. The algorithm stops when

$$\mu^k \leq (1 - \alpha^L (1 - \beta_2))^k \mu^0 \leq \zeta \mu^0.$$ 

By the definition of $\alpha^L$ and Lemma 4.6, we have $\frac{1}{\alpha^L} = O(n^2)$. We can conclude that $k = O(n^2 \log \frac{1}{\zeta})$. The proof is complete.

**Remark 4.1** The sequences of $\{\mu^k\}$, primal infeasibility $\{\|Ax^k - b\|\}$, and dual infeasibility $\{\|A^T y^k + s^k - c\|\}$, generated by II-QIPM, converge linearly to zero.

**Remark 4.2** Based on Theorem 3.1, we can calculate an exact solution by a rounding procedure if

$$\mu_k \leq \zeta \mu^0 \leq 2^{-2L}, \text{ and } \zeta \leq 2^{-4L}.$$ 

Consequently, the iteration complexity of II-QIPM for finding an exact solution is $O(n^2 L)$.

In the next section, we provide the total time complexity of II-QIPM.

### 4.2 Total time complexity of the II-QIPM

As discussed in Lemma 4.3, we need to solve the NES at each iteration of the II-QIPM by subsequent application of QLSA and QTA, which requires $\tilde{O}(mn^{1.5} \frac{k^2 \|A\| \|b\|}{\mu^k})$ computational cost. We can calculate the total time complexity of the II-QIPM as the product of the complexity of the QLSA and the number of iterations of the II-QIPM. The computational cost of the QLSA depends on $k^2 \|A\|$, $\|A\|$, $\|b\|$, and $\mu^k$ which change through the algorithm. In the following theorem, we bound them properly and obtain the detailed total time complexity of the proposed II-QIPM algorithm.

**Theorem 4.2** The total time complexity of the proposed II-QIPM with QLSA by Chakraborty et al. [9] and QTA by Van Apeldoorn et al. [36] is

$$\tilde{O}\left(n^2 \log \frac{1}{\zeta} \left[n^2 + \left(\frac{n\kappa_{\|A\|} \|A\| \|b\|}{\zeta^2}\right) \frac{m\sqrt{n}(\|A\| + \|b\|)}{\zeta^2}\right]\right).$$
Proof. To establish the total time complexity of II-QIPM, we need to analyze how the matrices $M^k$ and $E^k$ evolve through the iterations. As in [32], considering the optimal partition $B$ and $N$, we have

$$
\frac{x^k_i}{s^k_i} = \mathcal{O}(\frac{1}{\mu^k}) \rightarrow \infty \text{ for } i \in B \quad \text{and} \quad \frac{x^k_i}{s^k_i} = \mathcal{O}(\mu^k) \rightarrow 0 \text{ for } i \in N. \quad (15)
$$

Appropriate bounds are provided in the following results.

(i) Based on Theorem 4.1, we have at the termination $\frac{1}{\mu^k} = \mathcal{O}(\zeta^{-1})$ and $\mu^k \leq \mathcal{O}(\mu^0) = \mathcal{O}(\omega^2)$.

(ii) Since $\|E^k\|_F \leq \|(D^k)^{-1}\|_F \|\hat{A}\|_F \|D^k\|_F$, and $\|D^k\|_F = \mathcal{O}(\sqrt{\frac{\mu^k}{\zeta}})$ by (15). Similarly, $\|(D^k)^{-1}\|_F = \mathcal{O}(\sqrt{\frac{\mu^k}{\zeta}})$, and we have $\|E^k\|_F = \mathcal{O}(\frac{\mu^k}{\zeta} \|\hat{A}\|_F)$.

(iii) Let $\kappa_{\hat{A}}$ be the condition number of $\hat{A}$. Using (15), we have $\kappa_{\hat{E}}^k = \mathcal{O}(\zeta^{-2}\kappa_{\hat{A}})$.

(iv) In time complexity of II-QIPM, we also have $\frac{\|x^k\|}{\mu^k}$ coming from precision of QLSA and QTA. We can easily verify that

$$
\frac{\|\hat{x}^k\|}{\mu^k} \leq \frac{\|(D^k)^{-1}\|_F}{\mu^k} (\|\hat{b}\| + \|\hat{A}X(S^k)^{-1}\| \|c - A^Ty^k - s^k\| + \beta_1 \|\mu^k \hat{A}(S^k)^{-1} e\|)
$$

and

$$
\leq \frac{\|(D^k)^{-1}\|_F}{\mu^k} (\|\hat{b}\| + \|\hat{A}X(S^k)^{-1}\| \|\mu^k \hat{A}(S^k)^{-1} e\| \mu^k).
$$

Since $\frac{\|P^0\|}{\mu^k} = \mathcal{O}(\frac{\|\hat{x}\|}{\mu^k})$ is small number due to $\omega = 2^L$, we can get bounds $\frac{1}{\tau_{\text{QLSA}}} = \mathcal{O}(\|\hat{b}\|)$, and $\frac{1}{\tau_{\text{QTA}}} = \frac{1}{\tau_{\text{QTA}}} = \mathcal{O}(\|\hat{A}\| + \|\hat{b}\|)$.

(v) Based on Lemma 4.3, the complexity of QLSA by Chakraborty et al. [9] for building and solving the NLS is

$$
\mathcal{O}(\frac{\|\hat{A}\|_F}{\zeta^3}).
$$

In addition, The complexity of QTA by Van Apeldoorn et al. [36] for solving the NLS is

$$
\mathcal{O}(\frac{m\sqrt{m}(\|\hat{A}\| + \|\hat{b}\|)}{\zeta^2}).
$$

Thus, the detailed time complexity of the proposed II-QIPM with QLSA by Chakraborty et al. [9] and QTA by Van Apeldoorn et al. [36] is

$$
\mathcal{O}\left(n^2 \log \frac{1}{\zeta} \left[n^2 + \left(\frac{n\kappa_{\hat{A}}\hat{A}}{\zeta^3} \frac{m\sqrt{m}(\|\hat{A}\| + \|\hat{b}\|)}{\zeta^2}\right)\right]\right).
$$

(16)

The time complexity can be achieved by multiplying the number of iteration of II-QIPM and the total cost of each iteration, including building and solving it by QLSA+QTA. Thus, the proof is complete.

By assuming that $\|\hat{A}\|_F \geq \|\hat{A}\| \geq \|\hat{b}\|$, the complexity of II-QIPM can be simplified as

$$
\mathcal{O}\left(n^4 \frac{5}{\zeta^{-5}} \|\hat{A}\|_F \kappa_{\hat{A}}\right).
$$

(17)

In the complexity of II-QIPM, the $\zeta^{-1}$ factors come from bounding the condition number and from QTA. Based on Theorem 3.1, $\zeta^{-1} = 2^{\mathcal{O}(L)}$ leading to exponential complexity. We discuss how we can solve this and improve the complexity of the algorithm by stopping II-QIPM early, e.g., $\zeta = 10^{-2}$, and using the Iterative Refinement scheme discussed in the Section 5 to improve the precision. In Section 6, we investigate pros and cons of different systems.
Remark 4.3 Some QLSAs, such as Harrow et al. [19] and Childs et al. [11], take advantage of the sparsity of the NES. Consider (MNES), the sparsity of $M^k = \hat{A}X^k(S^k)^{-1}\hat{A}^T$ is independent of $X^k$ and $S^k$. So, let $d$ be the maximum number of nonzero elements in any row or column of the matrix $\hat{A}\hat{A}^T$. Since matrix $\hat{A}$ has two blocks $[I A_B^{-1} A_N]$, we have $d \leq \min\{m, n - m + 1\}$.

As matrix $\hat{A}$ determines the sparsity of $M^k$, so we can take advantage of the sparsity structure of matrix $\hat{A}$. In case, $\hat{A}$ is mostly sparse, e.g., $n - m \ll m$, but has a few dense columns, then this structure can be exploited. As described in [1], the sparse part can be separated to solve a sparse linear system by QLSA, and then the use of the Sherman-Morrison-Woodbury [33] formula allows calculating the solution of the original linear system efficiently.

5 Iterative Refinement Method

Based on Remark 4.2, we need $\zeta \leq 2^{-4L}$ to have an exact solution for the LO problem with integer data. The proposed II-QIPM has exponential complexity to find an exact solution. An Iterative Refinement (IR) scheme can be employed to achieve polynomial complexity. By this scheme, a series of LO problems are solved by the II-QIPM with low precision $\hat{\zeta}$, e.g., $\hat{\zeta} = 10^{-2}$, and an IR method improves the precision to reach an exact solution. In the classical IPM literature, the IR method by Gleixner et al. [18] and the Rational Reconstruction method by Gleixner and Steffy [17] employed low-precision methods to generate high-precision solution. Here, we adopt the IR method to generate high precision solution that allows the identification of an exact optimal solution. While using only low-precision II-QIPM, Theorem 5.1 is the foundation of IR method.

Theorem 5.1 (Gleixner et al. [18]) Let the primal problem $(P)$ be given as (1). For $\hat{x} \in \mathbb{R}^n$ and $\hat{y} \in \mathbb{R}^m$ and scaling factor $\nabla > 0$ consider the refining problem $(\hat{P})$

$$\max \left\{ \nabla \hat{c}^T x \mid Ax = \nabla b \text{ and } x \geq 0 \right\},$$

where $\hat{c} = c - \hat{A}^T \hat{y}$ and $\hat{b} = b - \hat{A}\hat{x}$. Then $\hat{x}$ and $\hat{y}$ are $\hat{\zeta}$-optimal solution for problem $(\hat{P})$ if and only if $\hat{x} + \frac{1}{\hat{\zeta}} \hat{x}$ and $\hat{y} + \frac{1}{\hat{\zeta}} \hat{y}$ are the $\hat{\zeta}$-optimal solution for problem $(P)$.

As presented in Algorithm 2, we use the II-QIPM of Algorithm 1 to solve the refining model and update the solution with an intelligent scaling procedure. Theorem 5.2 shows that a polynomial number of iterations are sufficient to reach an exact optimal solution.

Algorithm 2 Iterative Refinement (IR-II-QIPM)

Require: $(A \in \mathbb{Z}^{m \times n}, b \in \mathbb{Z}^m, c \in \mathbb{Z}^n, \hat{\zeta} = 10^{-2}, \hat{\zeta} = 2^{-2L})$

1: Choose scaling multiplier $\rho \in \mathbb{N}$ such that $\rho > 1$
2: $k \leftarrow 0$
3: $(x^{\rho}, y^{\rho}, s^{\rho}) \leftarrow \text{solve} (A, b, c)$ using Algorithm 1 with $\hat{\zeta}$ precision
4: while $\rho \zeta > \zeta$ do
5:  $\pi^k \leftarrow \max \left\{ v^k, \frac{1}{\rho^k} \right\}$
6:  $\nabla^k \leftarrow 2^{\left\lfloor \log(1/\pi^k) \right\rfloor}$
7:  $(\hat{z}^k, \hat{y}^k, \hat{s}^k) \leftarrow \text{solve} (A, \nabla \hat{b}, \nabla \hat{y}, \nabla \hat{s})$ using the Algorithm 1 with $\hat{\zeta}$ precision
8:  $x^{\pi^k+1} \leftarrow x^\pi + \frac{1}{\pi^k} \hat{z}^k$ and $y^{\pi^k+1} \leftarrow y^\pi + \frac{1}{\pi^k} \hat{y}^k$
9:  $\hat{b}^{k+1} \leftarrow b - \hat{A}x^{\pi^k+1}$ and $\hat{c}^{k+1} \leftarrow c - \hat{A}^T y^{\pi^k+1}$
10: $\pi^{k+1} \leftarrow \max \left\{ \max_i |\hat{b}^{k+1}_i|, \max_i (-\hat{c}^{k+1}_i), \sum_i |\hat{c}^{k+1}_i z^{k+1}_i| \right\}$
11: $k \leftarrow k + 1
Theorem 5.2 (Corollary 3.6 in [18]) Number of iterations of Algorithm 2 is at most

\[ \left\lceil \frac{\log(\zeta)}{\log(\hat{\zeta})} \right\rceil = \frac{-4L \log(2)}{-2} = \mathcal{O}(L). \]

One can observe that, except \( \omega \), all parameters in the complexity of II-QIPM as specified in (17), are constant in all iterations of the IR method. Lemma 5.1 provides an upper bound for \( \omega_k \) at iteration \( k \) of the IR method.

Lemma 5.1 At the \( k \)th iteration of the IR method, let \( \omega_k \geq \max\{1, \|\hat{x}^k, \hat{s}^k\|_\infty\} \) where \((\hat{x}^k, \hat{y}^k, \hat{s}^k)\) is the exact optimal solution of the refining problem \((A, \nabla \hat{b}_{k-1}, \nabla \hat{c}_{k-1})\). Then, \( \omega_k = \mathcal{O}(2^\rho L) \).

Proof. From Theorem 5.2 and last line of Algorithm 2, we have

\[ x^* = x_0^* + \sum_{k=1}^{\mathcal{O}(L)} \frac{1}{\nabla^k} \hat{x}_k^k, \quad \text{and} \quad s^* = s_0^* + \sum_{k=1}^{\mathcal{O}(L)} \frac{1}{\nabla^k} \hat{s}_k^k. \]

Based on Lemma 3.1, we know that \( \|x^*, s^*\|_\infty \leq 2 \), then we have \( \|\hat{x}^k, \hat{s}^k\|_\infty \leq \nabla^k 2 \).

Based on the procedure of updating the scaling factor in Algorithm 2, we can drive \( \nabla^k = \mathcal{O}(\rho) \). We can conclude that \( \omega^k = \mathcal{O}(2^\rho L) \). \( \Box \)

In Theorem 5.3, we have the total time complexity of the IR method using the proposed II-QIPM to find an exact optimal solution for LO problems.

Theorem 5.3 Let \( \zeta = 10^{-2} \), then the total time complexity of finding an exact optimal solution using the IR-II-QIPM Algorithm 1 for solving the LO problem (1) is polynomial with

\[ \mathcal{O}(n^2 L \left[ n^2 + (n \kappa_A \|A\|_F) n^{1.5}(\|\hat{A}\| + \|\hat{b}\|) \right]), \]

the arithmetic operations, where \( \hat{A} \) and \( \hat{b} \) are preprocessed \( A \) and \( b \).

Proof. The proof comes from combining the result of Theorem 5.2, the total time complexity of the proposed II-QIPM in (16), and Lemma 5.1. \( \Box \)

Corollary 5.1 The simplified complexity of the proposed IR-II-QIPM using the (MNES) is

\[ \mathcal{O}(n^{1.5} L \|A\|_F \kappa_A). \]

The following section discusses different Newton systems to compare their adaptability in the II-QIPM.

6 Different Newton Systems

This section discusses different Newton systems. In Section 4, we proposed an II-QIPM based on solving the NES with \( m \times m \) symmetric positive definite, i.e., with a Hermitian, coefficient matrix which is appropriate for QLSAs. The full Newton system (2) when solved by a QLSA, delivers a solution for

\[ \begin{align*}
A \Delta x^k &= b - Ax^k + r_P, \\
A^T \Delta y^k + \Delta s^k &= c - A^T y^k - s^k + r_D, \\
X^k \Delta s^k + S^k \Delta x^k &= \beta_1 \mu^k e - X^k s^k + r_C,
\end{align*} \]  

(18)
where \((r_P, r_D, r_C)\) are residuals generated by an inexact QLSA coupled with QTA. As discussed earlier, when solving equation (4) classically through the NES, then we have \(r_C = r_D = 0\). One can easily adapt the proofs of the proposed II-QIPM for the II-QIPM when the full Newton system is solved.

The Augmented system is

\[
A\Delta x^k = b - Ax^k + r'_P, \\
A^T \Delta y^k + X^{-1}S^k \Delta x^k = c - A^T y^k - \beta_1 \mu^k X^{-1} c + r'_D. 
\] (19)

After solving the Augmented system, \(\Delta s^k\) can be calculated by the last line of system (18). For the Augmented system approach, we have \(r_C = 0\). Again, one can redo the convergence proof for the II-QIPM with an Augmented system. The full Newton system and the Augmented system are neither symmetric nor Hermitian. Thus, as an intermediate step, one need the procedure mentioned in Section 2 to make the matrix of the system Hermitian. This increases the size of the linear system. This increased size is not impacting the theoretical complexity of QIPMs significantly.

Table 2 shows that the Augmented system and the full Newton system have better dependence on \(n\) which comes from better bound for the norm of the right-hand side vectors, thus the required scaling has smaller impact on complexity. For the full Newton system and the Augmented system, we build the coefficient matrix in a classical computer with scaling has smaller impact on complexity. For the full Newton system and the Augmented system, the II-QIPM with an Augmented system. The full Newton system and the Augmented system approach, we have

<table>
<thead>
<tr>
<th>Size</th>
<th>Full Newton System</th>
<th>Augmented System</th>
<th>NES</th>
</tr>
</thead>
<tbody>
<tr>
<td>[\frac{|\sigma|}{\mu}]</td>
<td>(2(2n + m))</td>
<td>(2(n + m))</td>
<td>(m)</td>
</tr>
<tr>
<td>QLSA</td>
<td>(O(\sqrt{n}))</td>
<td>(O\left(\frac{\sqrt{\nu} n^{\frac{3}{2}} |A|_F}{\sqrt{\omega}}\right))</td>
<td>(O\left(\frac{|\hat{A}| + |\hat{b}|}{\nu}\right))</td>
</tr>
<tr>
<td>QTA</td>
<td>(O((2n + m)\sqrt{n}))</td>
<td>(O\left(\frac{\sqrt{\nu} n^{\frac{3}{2}} |A|_F}{\sqrt{\omega}}\right))</td>
<td>(O\left(\frac{|\hat{A}| + |\hat{b}|}{\nu}\right))</td>
</tr>
<tr>
<td>II-QIPM</td>
<td>(O(n^3 \nu^{-3} |A|_F \kappa_A^2 \log(\omega)))</td>
<td>(O\left(n^4 \nu^{-4} |A|_F \kappa_A^2 \omega\right))</td>
<td>(O\left(n^4 \nu^{-5} |\hat{A}|_F \kappa_A^2\right))</td>
</tr>
<tr>
<td>IR-II-QIPM</td>
<td>(O(n^4 L |A|_F \kappa_A^2))</td>
<td>(O(n^4 L^2 |A|_F \kappa_A^2))</td>
<td>(O(n^4 L^2 |\hat{A}|_F \kappa_A^2))</td>
</tr>
</tbody>
</table>

Table 2: Size and complexity implications of different Newton systems.

7 Numerical Experiments

This section provides numerical results for the proposed II-QIPM using the QISKIT AQUA quantum simulator. Due to the limitation on available Qubits on current quantum computers and simulators, we prefer to use the NES, which has smaller dimension. The numerical results
are run on a workstation with Dual Intel Xeon® CPU E5-2630 @ 2.20 GHz (20 cores) and 64 GB of RAM. For the computational experiments, we have developed a Python qipm package available for public use.

IBM has implemented a QLSA, which is similar to the HHL method, without block-encoding and QRAM. With the current technology, the number of available qubits in gate-based quantum computers is limited to less than one hundred. One of the main issues with quantum computers is that they are not scalable compared to classical computers. Currently, larger NISQ devices suffer more from the lack of precision. On the other hand, quantum simulator algorithms are computationally expensive. The maximum number of qubits in a quantum simulator is roughly similar to that in an actual quantum computer. The main advantage of using a quantum simulator is that we do not need to handle the noise of NISQ devices. However, we still need to handle a high error level because of insufficient qubits and high cost of QLSA+QTA for finding high quality solutions.

We used two post-processing procedures to improve the performance of the QLSA.

(i) We first scale the linear system solution such that it satisfies the equality $\|Mz\| = \|\sigma\|$. 

(ii) We also check the sign of the linear system solution by comparing it with its negate.

The condition number increases the solution time. Notably, the dimension of the linear system increases the solution time as a step function since for building the quantum circuit, the dimension of the system must be a power of two, and the simulator expands the system size to the smallest possible power of two. Table 3 presents the number of qubits in quantum circuits for achieving the same precision. The Qiskit simulator error oscillates between zero and the norm of an actual solution. In some cases, the IBM Qiskit simulator fails, and it reports zero vector as a solution. The simulator has a parameter for tuning precision, but the simulator does not obey the predefined precision, and we could not find meaningful trend in precision of the simulator w.r.t condition number of the coefficient matrix and the dimension of the system. In the following sections, we discuss the implementation of our II-QIPM and IR-II-QIPM using the QISKIT simulator of QLSA and evaluate their performance.

<table>
<thead>
<tr>
<th>$\kappa$</th>
<th>$2^1$</th>
<th>$2^2$</th>
<th>$2^3$</th>
<th>$2^4$</th>
<th>$2^5$</th>
<th>$2^6$</th>
<th>$2^7$</th>
<th>$2^8$</th>
<th>$2^9$</th>
<th>$2^{10}$</th>
<th>$2^{11}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>#qubits</td>
<td>6</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>12</td>
<td>13</td>
<td>15</td>
</tr>
</tbody>
</table>

Table 3: Size of the circuit for linear systems with different condition numbers.

7.1 Evaluation of the II-QIPM

As discussed in Section 2, QLSAs have better dependence on the size of the linear system than classical algorithms. However, insufficiently precise qubits cause a significant error in the solution of a linear system. Here, we use the IBM Qiskit simulator to solve linear systems arising in the proposed II-QIPM. Here, for a fair comparison, we considered those experiments that reached the desired precision. The running time of the quantum computers and quantum simulators is not comparable. Thus, instead of running time, we use the number of iterations as a performance measure.

We use the random instance generator of [30], where the norm of primal and dual solutions is set to two. The norm of the coefficient matrix and the RHS vector are set to one and two,
respectively. The condition number of the coefficient matrix is set to two. The desired precision of the II-QIPM is equal to 0.1. It is worth noting that we set $\omega$ to 10.

As illustrated in Figure 1a, the number of iterations quadratically increases by increasing the number of variables. As shown in Figure 1b, it also linearly increases by the negative of the logarithm of the desired precision. It almost linearly increases by the norm of the RHS vector, and $\omega$ (see Figures 1). As discussed in Section 4.2, the iterations are affected by the error of QLSAs by increasing the norm of the RHS vector, and $\omega$ as the error of QLSA increases by scaling. In addition, the larger $\omega$ is, the further away the starting point is from the optimal solution.

Fig. 1: Effect of different characteristics of a LO problem on the number of iterations.

7.2 Evaluation of the IR-II-QIPM

Even with smart parameter tuning and prefect implementation, the HHL simulator has limited precision. Here, we analyze the performance of the IR method where combined with the II-QIPM. One important parameter that highly affects the norm of the RHS vector and, consequently, the HHL simulator’s error is $\omega$. As shown in Figure 1d, as $\omega$ increases, the number of iterations of the II-QIPM increases as well. On the other hand, as the IR progresses, the norm of a solution of the LO subproblem increases. Thus, we need to set $\omega$ based on the desired precision. Here, we set $\omega$ to 1000 to avoid infeasibility report by the proposed II-QIPM.

Figure 2a shows the logarithmic error of IR-II-QIPM for different desired precisions. We set the LO precision to 0.01 to evaluate the effect of the IR on the proposed II-QIPM. Figure 2b illustrates that by using IR, we can reach higher precision. The final precision in both the pure II-QIPM and the IR-II-QIPM is set to $10^{-4}$. However, we can still not reach the desired precision in half of the instances because of the QLSA’s error.
a) Effect of the LO precision on the IR-II-QIPM.  

b) Effect of iterative refinement on the II-QIPM.

Fig. 2: Obtained precision verses the desired precision on the IR-II-QIPM.

A part of speed up caused by Iterative Refinement is mitigating the condition number effect, since by early stopping QIPMs the condition number of Newton systems are bounded by constant $O(\kappa_A)$. Figure 3 shows how condition number of the solved linear systems in IR-QIPM is bounded, although the condition number of solved linear systems in QIPM without IR goes to infinity.

Fig. 3: The condition number of linear systems in QIPM and IR-QIPM to get $10^{-6}$-precision solution for a primal-degenerate LO with 10 variables and 5 constraints

8 Conclusion

This paper analyzes in details the benefits and challenges when developing Quantum Interior Point Methods. Specifically, we analyze the use of QLSAs inside IPMs and present a convergent II-QIPM. Previous papers overlooked that when one use QLSA with QTA, the solution of Newton system is inexact and the Newton system’s condition number, goes to infinity as IPMs approach the optimal set. Here, we also adapt an IR method to find an exact solution in polynomial time. After addressing issues in earlier QIPMs, we proved the correctness and convergence of the proposed II-QIPM and analyzed its performance, both theoretically and empirically.

Table 4 compares the best complexity results for IR-II-QIPM with two analogous classical II-IPMs and two QIPMs. The proposed IR-II-QIPM has polynomial complexity, while the other QIPMs cannot find an exact optimal solution in polynomial time. The exponential complexity
of those QIPMs are caused by QLSA’s error and the increasing condition number of the Newton system. Classical II-IPMs with CG method face exponential complexity as well, and some classical papers used preconditioning techniques to reduce the condition number [e.g., 20]. For the first sight, one can get the impression that the other two QIPMs have better complexity, but these time complexities cannot be attained since they only contain the iteration complexity of exact IPMs while these QIPMs solve the Newton system inexactly. They also need appropriate bound for condition number $\kappa$ and precision $\epsilon$ based on their setting of QIPMs. To correct the complexity of the QIPMs, at least $O(n^{1.5})$ must be added for inexact Newton steps and an appropriate upper bound for QLSAs’ error.

The complexity of the proposed IR-II-QIPM has better dependence on $n$ than its classical counterparts and realistic complexity of its quantum counterparts. Still, the complexity of the proposed method depends on constants $\hat{\kappa}_A$, and $\|\hat{A}\|_F$. One may apply scaling and preconditioning techniques for LO problems with large $\hat{\kappa}_A$ to decrease $\hat{\kappa}_A$. In the literature of preconditioning the NES, [31] used the speculated optimal partition instead of predefined basis ($\hat{B}$, $\hat{N}$). The major problem of this approach is that the cost of calculating the precondition $A^{-1}_{\hat{B}}$ in each iteration will destroy the quantum speed up in QIPMs. A useful research direction is to explore how to mitigate the condition number and norm of Newton systems with a quantum-friendly approach.

The performance of QIPMs will be improved if faster QTAs and QLSAs are proposed. We can also investigate Inexact-Feasible IPMs that are more adaptable with QLSAs since Feasible IPMs have better complexity than infeasible IPMs. Another direction can be developing pure QIPMs in which all calculations happen in the quantum setting. However, there are some limitations of current NISQ devices that prevent to have a pure QIPM. Such a method would not need QTA inside and so could take advantage of fast QLSAs.

Our computational experiments show that the proposed II-QIPM embedded in the IR scheme and using the QLSA simulator of QISKIT AQUA can solve problems with hundreds of variables to a user-defined precision. However, there is a limitation in the number of constraints, since we can simulate only a limited number of Qubits by a classical computer. Although there are Feasible IPMs with better complexity than the proposed IR-II-QIPM, this paper is a significant step towards using quantum solvers in classical methods correctly and efficiently. We also demonstrated for the first time that LO problems could practically be solved using quantum solvers.

Acknowledgements This work is supported by Defense Advanced Research Projects Agency as part of the project W911NF20100022: The Quantum Computing Revolution and Optimization: Challenges and Opportunities.
References


Efficient Use of Quantum Linear System Algorithms in Interior Point Methods for Linear Optimization


