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Abstract. Second-order conic optimization (SOCO) can be considered as a special case of semidefinite optimization (SDO). In the literature, it has been advised that a SOCO problem can be embedded in an SDO problem using the arrow-head matrix transformation. However, a primal-dual solution pair cannot be mapped simultaneously using the arrow-head transformation, as we might lose complementarity and duality in some cases. To address this issue, we investigate the relationship between SOCO problems, and their SDO counterpart. Through the derivation of standard semidefinite representations of SOCO problems, we introduce admissible mappings. We show that the proposed mappings preserve both feasibility and optimality. Further, we discuss how the optimal partition of a SOCO problem maps to the optimal partition of its SDO counterpart.
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1. INTRODUCTION

In the hierarchy of convex optimization problems, second-order conic optimization (SOCO) problems can be seen as a special case of semidefinite optimization (SDO) problems. SOCO problems minimize a linear function over the intersection of an affine space with the Cartesian product of second-order cones, also known as Lorentz cones. An SDO problem consists of minimizing a linear objective function over the intersection of the cone of positive semidefinite matrices with an affine space. SDO encompasses other subclasses of conic optimization problems namely linear optimization (LO), and SOCO, in the hierarchy. This means that each one can be represented as a special case of SDO [1].
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Generally, conic optimization is receiving significant attention owing to its wide range of applications. Particularly, SOCO can be used to solve problems such as strictly convex quadratic optimization, quadratically constrained quadratic optimization, norm minimization, and logarithmic Tchebychev approximation [1]. Further real-world applications of SOCO can cover robust optimization problems [3], and treatment planning for radiation therapy [9]. Similarly, SDO can be used to address problems arising in combinatorial optimization, approximation theory, control theory, and different fields of engineering. To name a few real-world problems, we can refer to active noise control, VLSI transistor sizing and pattern recognition, and structural design [4].

In this paper, we focus on the relationship of SOCO and SDO. We investigate their relationship in order to gain theoretical insight and realize how these problems get mapped to each other. Only a few papers [10, 12] were devoted to studying this relationship from a theoretical point of view. Sim and Zhao [10], in particular, studied the relationship between a SOCO problem and its counterpart SDO problem. They provided a mapping based on the direct correspondence between the dual problems of SOCO and SDO. Their SDO representation is defined on the product of some cones of positive semidefinite matrices, which is a special case of standard SDO and needs further analysis. In this paper, we extend their analysis by considering the actual standard case, which returns an SDO representation over a large positive semidefinite cone.

Furthermore, we propose a framework that allows a full description of the point-to-set map from SOCO to its SDO counterpart. Then, we analyze how the optimal partition of a SOCO problem is mapped to that of SDO, and vice versa. This is important in understanding the relationship between these two problems, as we are mapping between an index-based partition and a subspace-based partition.

Throughout this paper, the following notation is used. The second-order (Lorentz) cone of dimension \( n_i \) is denoted by \( L^{n_i} \), and \( \mathbb{R}^n \) denotes the \( n \)-dimensional Euclidean space. Superscripts are used to represent cone-related information, and subscripts are used for matrix and vector entries. For a given matrix \( A, A_{ij} \) represents the \((i, j)\)-th entry, while \( A_i \) denotes the \( i \)-th matrix. The notation \((\ldots;\ldots)\) denotes the concatenation of the column vectors. The set of all \( p \times q \) matrices with real entries is denoted by \( \mathbb{R}^{p \times q} \). For a symmetric matrix \( X, X \succeq 0 \) \((X \succ 0)\) means \( X \) is positive semidefinite (positive definite). Furthermore, the trace operator is denoted by \( \text{Tr}(\cdot) \). The interior, relative interior, and the boundary of a set are denoted by \( \text{int}(\cdot), \text{ri}(\cdot), \) and \( \partial(\cdot) \), respectively. The range (column) space of a matrix is denoted by \( \text{Col}(\cdot) \). The remaining notations will be introduced at appropriate places.

This paper is structured as follows. Section 2 reviews the preliminaries required for this paper. Section 3 studies the relationship between SOCO and SDO relying on the correspondence of dual problems. Section 4 takes the other direction and proposes mappings focusing on the correspondence of primal problems as the starting point. Section 5 analyzes how the optimal partition of SOCO maps to that of it’s SDO counterpart. Section 6 concludes the paper, summarizing our results.

2. Preliminaries

Let \( L^{n_i} \) denote the second-order cone, or the Lorentz cone, of dimension \( n_i \) defined as
\[
L^{n_i} := \{ \bar{x} := (x_1, \ldots, x_{n_i}) \in \mathbb{R}^n \mid x_1 \geq \| x_{2:n_i} \|_2 \}.
\]
Furthermore, let $\mathcal{L}^n = \mathcal{L}^{n_1} \times \mathcal{L}^{n_2} \times \ldots \times \mathcal{L}^{n_r}$ be the direct product of second-order cones, where $n = \sum_{i=1}^r n_i$. Then, the primal and dual SOCO problems are defined as follows

$$
\begin{align*}
\mathcal{P}_{SOCO}^*: & \quad \min \ (c^1)^T \bar{x}^1 + \ldots + (c^r)^T \bar{x}^r \\
\text{s.t.} & \quad A^1 \bar{x}^1 + \ldots + A^r \bar{x}^r = b,
\end{align*}
$$

$$(\mathcal{P}_{SOCO})$$

where $c^i \in \mathbb{R}^{n_i}, A^i \in \mathbb{R}^{m \times n_i}$, and $b \in \mathbb{R}^m$. We define the feasible sets of the primal-dual problems as follows,

$$
\mathcal{F}_{SOCO} = \{ (\bar{x}^1; \bar{x}^2; \ldots; \bar{x}^r) \in \mathcal{L}^n : A^1 \bar{x}^1 + \ldots + A^r \bar{x}^r = b \},
$$

$$
\mathcal{F}_{P_{SOCO}} = \{ (\bar{y}^i; \bar{s}^i_1; \bar{s}^i_2; \ldots; \bar{s}^i_r) \in \mathbb{R}^m \times \mathcal{L}^n : (A^i)^T \bar{y}^i + \bar{s}^i = c^i \text{ for } i = 1, \ldots, r \},
$$

and the sets of optimal solutions as

$$
\mathcal{P}_{SOCO}^* = \{ \bar{x}^* = (\bar{x}^1, \bar{x}^2; \ldots; \bar{x}^r) \in \mathcal{F}_{SOCO} : (c^1)^T \bar{x}^1 + \ldots + (c^r)^T \bar{x}^r = z_{SOCO}^* \},
$$

$$
\mathcal{D}_{SOCO}^* = \{ (\bar{y}^*_s, \bar{s}^*_s) = (\bar{y}^1_s, \bar{s}^1_s; \bar{y}^2_s, \bar{s}^2_s; \ldots; \bar{y}^r_s, \bar{s}^r_s) \in \mathcal{F}_{P_{SOCO}} : b^T \bar{y}^* = z_{P_{SOCO}}^* \},
$$

respectively. An optimal solution of SOCO, if there exists any, is denoted by $(\bar{x}^*; \bar{y}^*; \bar{s}^*)$.

Let $\text{Arw} (\cdot)$ denote the arrow-head (Lorentz) transformation [8, 11], with the structure of

$$
\text{Arw}(\bar{x}^i) = \begin{pmatrix}
\bar{x}^i_1 \\
\bar{x}^i_2 \cdots \\
\bar{x}^i_{2^n_i}
\end{pmatrix}
$$

where $(\bar{x}^i_{2^n_i})^T$ denotes the row vector $(\bar{x}^i_2, \ldots, \bar{x}^i_{n_i})$. Then, the Jordan product is defined as

$$
\bar{x}^i \circ \bar{s}^i = \text{Arw}(\bar{x}^i) \bar{s}^i = \text{Arw}(\bar{s}^i) \bar{x}^i = \begin{pmatrix}
(\bar{x}^i)^T \bar{s}^i \\
(\bar{x}^i_1)^T \bar{s}^i_1 + \bar{s}^i_2, \bar{x}^i_{2^n_i}
\end{pmatrix}, \quad i = 1, \ldots, r.
$$

Any feasible solutions satisfying $\bar{x} \circ \bar{s} = 0$ is called complementary. Here, we have

$$
\bar{x} \circ \bar{s} := (\bar{x}^1 \circ \bar{s}^1, \bar{x}^2 \circ \bar{s}^2, \ldots, \bar{x}^r \circ \bar{s}^r).
$$

A feasible solution is complementary if and only if they are optimal with zero duality gap.

**Definition 2.1.** An optimal solution $(\bar{x}^*; \bar{y}^*; \bar{s}^*) \in \mathcal{P}_{SOCO}^* \times \mathcal{D}_{SOCO}^*$ is called maximally complementary if $\bar{x}^* \in \text{ri}(\mathcal{P}_{SOCO}^*)$ and $(\bar{y}^*; \bar{s}^*) \in \text{ri}(\mathcal{D}_{SOCO}^*)$. Further, $(\bar{x}^*; \bar{y}^*; \bar{s}^*)$ is called strictly complementary if $\bar{x}^* + \bar{s}^* \in \text{int}(\mathcal{L}^n)$.

Next, we define the primal and dual SDO problems.

$$
\begin{align*}
z_{SDO}^* := & \min \ \text{Tr}(CX) \\
\text{s.t.} & \quad \text{Tr}(A_iX) = b_i \quad \text{for } i = 1, \ldots, m,
\end{align*}
$$

$$(P_{SDO})$$

where $X \succeq 0$. 

\[ z^*_{SDO} := \max b^T y \]
\[
\text{s.t. } \sum_{i=1}^{m} y_i A_i + S = C, \quad S \succeq 0, \quad (SDO) \]

where \( X, S, C, \) and \( A_i \) for \( i = 1, \ldots, m \) are \( n \times n \) symmetric matrices, and \( b, y \in \mathbb{R}^m \). We define the feasible sets of SDO problems as
\[
\mathcal{F}_{SDO} = \{X \in \mathbb{S}^n : \text{Tr}(A_i X) = b_i, \quad i = 1, \ldots, m, \quad X \succeq 0\},
\]
\[
\mathcal{F}_{SDO} = \{(y, S) \in \mathbb{R}^m \times \mathbb{S}^n : \sum_{i=1}^{m} y_i A_i + S = C, \quad S \succeq 0\},
\]

where \( \mathbb{S}^n \) denotes the set of \( n \times n \) symmetric matrices. The sets of optimal solutions for a pair of SDO problems are
\[
\mathcal{P}^*_{SDO} = \{X^* \in \mathcal{F}_{SDO} : \text{Tr}(CX^*) = z^*_{SDO}\},
\]
\[
\mathcal{P}^*_{SDO} = \{(y^*, S^*) \in \mathcal{F}_{SDO} : b^T y^* = z^*_{SDO}\}.
\]

A feasible solution and an optimal solution of SDO are denoted as \((X, y, S)\), and \((X^*, y^*, S^*)\), respectively. Any feasible solution \((X, y, S)\) satisfying \( XS = 0\) is called complementary. Similar to SOCO, a feasible solution is optimal and yields zero duality gap if and only if it is complementary.

**Definition 2.2.** A primal-dual optimal solution \((X^*, y^*, S^*) \in \mathcal{P}^*_{SDO} \times \mathcal{P}^*_{SDO}\) is called maximally complementary if \( X^* \in \text{ri}(\mathcal{P}^*_{SDO}) \) and \((y^*, S^*) \in \text{ri}(\mathcal{P}^*_{SDO})\). A maximally complementary optimal solution \((X^*, y^*, S^*)\) is called strictly complementary if \( X^* + S^* > 0\).

Next, we define the optimal partitions of SOCO and SDO. The notion of the optimal partition of LO can be extended to SOCO [8]. Even though a SOCO problem can be embedded in SDO, the optimal partition in SOCO may be more nuanced when it is defined and analyzed directly in the SOCO setting. In SOCO, the index set \( \{1, \ldots, r\} \) of the second-order cones is partitioned into four subsets \( \mathcal{B}, \mathcal{N}, \mathcal{R}, \) and \( \mathcal{F} \), where \( \mathcal{F} \) is further partitioned to \( \tilde{\mathcal{F}} := (\tilde{\mathcal{F}}_1, \tilde{\mathcal{F}}_2, \tilde{\mathcal{F}}_3) \) as follows:

\[ \mathcal{B} := \{ i \mid x_i > ||x_{2:n}||_2, \text{ for some } x \in \mathcal{P}^*_{SOCO}\}, \]
\[ \mathcal{N} := \{ i \mid s_i > ||s_{2:n}||_2, \text{ for some } s \in \mathcal{P}^*_{SOCO}\}, \]
\[ \mathcal{R} := \{ i \mid x_i = ||x_{2:n}||_2 > 0, s_i = ||s_{2:n}||_2 > 0, \text{ for some } (x; s) \in \mathcal{P}^*_{SOCO} \times \mathcal{P}^*_{SOCO}\}, \]
\[ \tilde{\mathcal{F}}_1 := \{ i \mid x_i = s_i = 0, \text{ for all } (x; s) \in \mathcal{P}^*_{SOCO} \times \mathcal{P}^*_{SOCO}\}, \]
\[ \tilde{\mathcal{F}}_2 := \{ i \mid s_i = 0, \text{ for all } (y; s) \in \mathcal{P}^*_{SOCO}, \text{ and } x_i = ||x_{2:n}||_2 > 0, \text{ for some } x \in \mathcal{P}^*_{SOCO}\}, \]
\[ \tilde{\mathcal{F}}_3 := \{ i \mid x_i = 0, \text{ for all } x \in \mathcal{P}^*_{SOCO}, \text{ and } s_i = ||s_{2:n}||_2 > 0, \text{ for some } (y; s) \in \mathcal{P}^*_{SOCO}\}. \]

It should be highlighted that, due to the convexity of the optimal set, \( \mathcal{B}, \mathcal{N}, \mathcal{R}, \) and \( \mathcal{F} \) are mutually disjoint and their union is the index set \( \{1, \ldots, r\} \). Therefore, it follows from the complementarity condition that for all \((x^*; y^*; s^*) \in \mathcal{P}^*_{SOCO} \times \mathcal{P}^*_{SOCO}, x_i = 0\) for all \( i \in \mathcal{N} \), and \( s_i = 0\) for all \( i \in \mathcal{B} \) [8].

For SDO, let \( \mathcal{B} := \text{Col}(X^*) \) and \( \mathcal{N} := \text{Col}(S^*) \), where \((X^*, y^*, S^*)\) is a maximally complementary optimal solution, meaning that we have \( \text{Col}(X) \subseteq \mathcal{B} \) and \( \text{Col}(S) \subseteq \mathcal{N} \) for all
$(X, y, S) \in \mathcal{P}_{SDO} \times \mathcal{D}^*_SDO$. By the complementarity condition, the subspaces $\mathcal{B}$ and $\mathcal{N}$ are orthogonal. Moreover, let subspace $\mathcal{T}$, be the orthogonal complement to $\mathcal{B} + \mathcal{N}$. The partition $(\mathcal{B}, \mathcal{N}, \mathcal{T})$ of $\mathbb{R}^n$ is called the optimal partition of an SDO problem. We can represent $X^*$ and $S^*$ using a common eigenvector basis, $Q^*$, as $X^* = Q^* \Lambda(X^*)(Q^*)^T$, and $S^* = Q^* \Lambda(S^*)(Q^*)^T$, where $\Lambda(X^*)$ and $\Lambda(S^*)$ corresponds to the diagonal matrices containing the eigenvalues of $X^*$ and $S^*$, respectively. Thus, we have $\text{Col}(X^*) = \text{Col}(Q^* \Lambda(X^*))$, and $\text{Col}(S^*) = \text{Col}(Q^* \Lambda(S^*))$. In particular, the columns of $Q^*$ corresponding to the positive eigenvalues of $X^*$ and $S^*$ can be chosen as an orthonormal basis for $\mathcal{B}$ and $\mathcal{N}$, respectively [8].

Current literature [1, 2, 3, 4, 5, 7, 8, 10, 11, 12] suggests that a SOCO problem can be embedded in an SDO problem using the arrow-head matrix transformation,

$$\text{Arw}(\tilde{x}^i) := \begin{pmatrix}
\tilde{x}_{1,2}^i \\
\tilde{x}_{1}^i \end{pmatrix} \geq 0 \iff \tilde{x}^i \in \mathcal{L}^n_i. \quad (2.1)$$

However, this transformation cannot be used to map both primal and dual solutions at the same time. Upon using the arrow-head representation of vectors $\tilde{x}^i$ and $\tilde{s}^i$ simultaneously, we might lose duality and complementarity. The following example illustrates that we may lose complementarity.

**Example 2.3.** Let $(x; y; \bar{s})$ be an optimal solution of SOCO and assume that there exist at least one index $i \in \bar{R}$. For all $i \in \bar{R}$, we can represent a solution as

$$\tilde{x}^i = \xi^i \begin{pmatrix} 1 \\
\frac{x_{1,2}^i}{||x_{2,2}^i||_2} \end{pmatrix}, \quad \tilde{s}^i = \xi^i \begin{pmatrix} 1 \\
\frac{s_{1,2}^i}{||s_{2,2}^i||_2} \end{pmatrix}, \quad \frac{x_{2,2}^i}{||x_{2,2}^i||_2} = \frac{s_{2,2}^i}{||s_{2,2}^i||_2},$$

where $\xi^i = \xi_1^i \geq 0$, $\xi^i := s_1^i \geq 0$, and for at least one $(x; y; \bar{s})$ we have both $\xi^i, \xi^i > 0$. Without loss of generality, and for the sake of simplicity, assume that $\xi^i = \xi^i = 1$. Moreover, let

$$u_j = \frac{x_j}{||x_{2,2}||_2} = -\frac{s_j}{||s_{2,2}||_2}, \quad j = 2, \ldots, n_i,$$

and $u = (u_2; \ldots; u_{n_i})$. Then, using the arrow-head matrix transformation, we have

$$X^i = \text{Arw}(\tilde{x}^i) = \begin{pmatrix} 1 \\
u^T \end{pmatrix}, \quad S^i = \text{Arw}(\tilde{s}^i) = \begin{pmatrix} 1 & -u^T \\
u & I_{n_i-1} \end{pmatrix}.$$

While $\tilde{x}^i \circ \tilde{s}^i = 0$, this transformation does not preserve complementarity as we have

$$X^i S^i = \begin{pmatrix} 1 & u^T \\
u & I_{n_i-1} \end{pmatrix} \begin{pmatrix} 1 & -u^T \\
u & I_{n_i-1} \end{pmatrix} = \begin{pmatrix} 0 & [0]_{1 \times (n-1)} \\
[0]_{(n-1) \times 1} & I_{n_i-1} - uu^T \end{pmatrix} \neq 0.$$

Example 2.3 shows that the arrow-head matrix transformation is not sufficient to represent a primal-dual pair of SOCO problems as an SDO problem. Thus, it seems worth exploring the actual relationship between an instance of SOCO and its SDO counterpart.
To address this issue, Sim and Zhao [10] started from a SOCO dual problem and exploited the arrowhead representation (2.1) of the dual SOCO problem, to obtain the SDO dual as follows,

\[
\begin{align*}
\text{max} & \quad b^T y \\
\text{s.t.} & \quad \sum_{i=1}^{m} y_i \text{Arw}(a_{(i)}^j) + S^j = \text{Arw}(c^j) \text{ for all } j = 1, \ldots, r, \\
& \quad S^j \succeq 0 \text{ for all } j = 1, \ldots, r,
\end{align*}
\]

where \( a_{(i)}^j \) denotes \( j^{th} \) row of the matrix \( A^j \) corresponding to second-order cone \( j \). Observe that \( S^j \) as a linear combination of arrow-head matrices is an arrow-head matrix, too. Using this dual representation of SOCO of [10], \((P_{SZ})\),

\[
\min \sum_{j=1}^{r} \text{Tr}(\text{Arw}(c^j)X^j)
\]

\[
\text{s.t.} \quad \sum_{j=1}^{r} \text{Tr}(\text{Arw}(a_{(i)}^j)X^j) = b_i \text{ for all } i = 1, \ldots, m, \\
& \quad X^j \succeq 0 \text{ for all } j = 1, \ldots, r.
\]

They showed that \( X^j = \text{Arw}(\tilde{x}^j) \) is not a feasible solution for the SDO primal problem \((P_{SZ})\). In fact, primal feasible solutions of \((P_{SZ})\) are fully dense and do not have an arrow-head structure. To fix this issue, they proposed the mapping

\[
\text{MR}(\tilde{x}^j) = \begin{bmatrix}
\frac{1}{4} \theta^j \\
\frac{1}{2} \tilde{x}^j_{2:n} - \frac{1}{2} (x^j_{2:n} \cdot I + \frac{1}{\theta^j} x^j_{2:n} x^j_{2:n}^T) \end{bmatrix},
\]

where \( \theta^j = \tilde{x}^j_{1} + \|\tilde{x}^j_{2:n}\| + \sqrt{(\tilde{x}^j_{1} + \|\tilde{x}^j_{2:n}\|)^2 - 4\|\tilde{x}^j_{2:n}\|^2} \).

In our study, a key concept is the notion of admissible map which is defined next.

**Definition 2.4.** A mapping \( \mathcal{M} \) is called admissible if it preserves feasibility and objective function value, i.e.

\[
(\bar{x}; \bar{y}; \tilde{x}) \in \mathcal{F}_{\mathcal{P}_{SOCO}} \times \mathcal{F}_{\mathcal{P}_{SOCO}} \Rightarrow \mathcal{M}(\bar{x}; \bar{y}; \tilde{x}) \in \mathcal{F}_{\mathcal{P}_{SDO}} \times \mathcal{F}_{\mathcal{P}_{SDO}},
\]

\[
(X, y) \in \mathcal{F}_{\mathcal{P}_{SDO}} \times \mathcal{F}_{\mathcal{P}_{SDO}} \Rightarrow \mathcal{M}^{-1}(X, y, S) \in \mathcal{F}_{\mathcal{P}_{SOCO}} \times \mathcal{F}_{\mathcal{P}_{SOCO}},
\]

\[
c^T \tilde{x} = \text{Tr}(CX), \quad b^T \tilde{x} = b^T y.
\]

The mapping of Sim and Zhao [10] is admissible, and they proved that it maps a solution from the boundary (interior) of the second-order cone to a solution on the boundary (interior) of the cone of semidefinite matrices. In this paper, we seek to extend their approach and explore mappings that satisfy the definition of admissible mapping. Although the mapping of [10] is a point-to-point map, the image of \((\bar{x}; \bar{y}; \tilde{x})\) might be a point or a set. In addition, the SDO representation of SOCO of [10], \((P_{SZ})\) and \((P_{SZ})\), is defined using the product of multiple cones of positive semidefinite matrices, but we use a more general approach to get an SDO representation in standard form. The major goal of this paper is to clarify the relationship between SOCO and the related SDO by developing different mappings and exploring the relationship between the optimal partitions of these problems.
Without loss of generality, in Sections 3 and 4, we first present the results in the case of a single second-order cone, and then we generalize the results to the multiple cone case. To this end, we consider the following primal and dual problems,

\[
\begin{align*}
    z_{\mathcal{P}_1^{\text{SOCO}}}^* &= \min \left\{ c^T \bar{x} : A \bar{x} = b, \bar{x} \in \mathcal{L}^m \right\}, \\
    z_{\mathcal{D}_1^{\text{SOCO}}}^* &= \max \left\{ b^T \bar{y} : A^T \bar{y} + \bar{s} = c, (\bar{y}, \bar{s}) \in \mathbb{R}^m \times \mathcal{L}^n \right\},
\end{align*}
\]

with feasible sets \( \mathcal{F}_{\mathcal{P}_1^{\text{SOCO}}} = \{ x \in \mathcal{L}^n : Ax = b \} \) and \( \mathcal{F}_{\mathcal{D}_1^{\text{SOCO}}} = \{ (\bar{y}, \bar{s}) \in \mathbb{R}^m \times \mathcal{L}^n : A^T \bar{y} + \bar{s} = c \} \), and optimal solution sets \( \mathcal{P}_1^{\text{SOCO}} = \{ \bar{x} \in \mathcal{F}_{\mathcal{P}_1^{\text{SOCO}}} : c^T \bar{x} = z_{\mathcal{P}_1^{\text{SOCO}}}^* \} \) and \( \mathcal{D}_1^{\text{SOCO}} = \{ (\bar{y}, \bar{s}) \in \mathcal{F}_{\mathcal{D}_1^{\text{SOCO}}} : b^T \bar{y} = z_{\mathcal{D}_1^{\text{SOCO}}}^* \} \), respectively.

### 3. From SOCO to SDO: Starting from the Dual Side

One can derive the SDO counterpart of a SOCO problem, starting with either the primal or dual SOCO problem. In this section, similar to [10], we initiate the derivation from the dual side of SOCO. Thus, as mentioned earlier, we preserve the arrow-head structure of the matrix \( S \) corresponding to dual solution \( \bar{s} \).

#### 3.1. Derivation and Solution Mapping. We utilize the arrow-head transformation to vector \( c \) and the rows of matrix \( A \),

\[
\bar{C} = \text{Arw}(c), \quad \bar{A}_i = \text{Arw}(a(i)), \quad i = 1, 2, \ldots, m.
\]

Since \( s = c - A^T \bar{y} \) in the SOCO dual model, by applying the arrow-head structure to \( A \) and \( c \), we have that \( S = \bar{C} - \sum_{i=1}^m \bar{y}_i \bar{A}_i \) has the arrow-head structure, as it is a linear combination of arrow-head matrices. Therefore, the SDO counterpart of the SOCO dual problem \( \mathcal{D}_1^{\text{SOCO}} \) is as follows,

\[
\begin{align*}
    z_{\mathcal{P}_1^{\text{SDO}}}^* &:= \max \left\{ b^T y : \sum_{i=1}^m y_i \bar{A}_i + S = \bar{C}, S \succeq 0 \right\}, \quad (\mathcal{D}_1^{\text{SDO}})
\end{align*}
\]

which has the following dual,

\[
\begin{align*}
    z_{\mathcal{D}_1^{\text{SDO}}}^* &:= \min \left\{ \text{Tr}(\bar{C}X) : \text{Tr}(\bar{A}_i X) = b_i, \quad i = 1, \ldots, m, \quad X \succeq 0 \right\}, \quad (\mathcal{D}_1^{\text{SDO}})
\end{align*}
\]

as its SDO primal problem. For the SDO problems \( \mathcal{D}_1^{\text{SDO}} \) and \( \mathcal{D}_1^{\text{SDO}} \), let

\[
\begin{align*}
    \mathcal{F}_{\mathcal{D}_1^{\text{SDO}}} &= \{ (y, S) \in \mathbb{R}^m \times \mathcal{S}^n : \sum_{i=1}^m y_i \bar{A}_i + S = \bar{C}, \quad S \succeq 0 \}, \\
    \mathcal{F}_{\mathcal{D}_1^{\text{SDO}}} &= \{ X \in \mathcal{S}^n : \text{Tr}(\bar{A}_i X) = b_i, \quad i = 1, \ldots, m, \quad X \succeq 0 \},
\end{align*}
\]

represent the feasible sets, and

\[
\begin{align*}
    \mathcal{D}_1^{\text{SDO}} &= \{ (y, S) \in \mathcal{F}_{\mathcal{D}_1^{\text{SDO}}} : b^T y = z_{\mathcal{D}_1^{\text{SDO}}}^* \}, \\
    \mathcal{D}_1^{\text{SDO}} &= \{ X \in \mathcal{F}_{\mathcal{D}_1^{\text{SDO}}} : \text{Tr}(\bar{C}X) = z_{\mathcal{D}_1^{\text{SDO}}}^* \},
\end{align*}
\]

represent the optimal solution sets. The following theorem provides a point-to-set admissible mapping, see Definition 2.4 for \( r = 1 \), based on the \( \mathcal{P}_1^{\text{SOCO}} \) and \( \mathcal{D}_1^{\text{SOCO}} \), and their representations \( \mathcal{P}_1^{\text{SDO}} \), \( \mathcal{D}_1^{\text{SDO}} \).
Theorem 3.1. Consider the SOCO problem pairs \((\mathcal{P}^1_{\text{SOCO}})\) and \((\mathcal{P}^2_{\text{SOCO}})\) with \((\bar{x};\bar{y};\bar{s}) \in \mathcal{F}^1_{\text{SOCO}} \times \mathcal{F}^2_{\text{SOCO}}\), and the SDO problem pairs \((\mathcal{P}^1_{\text{SDO}})\) and \((\mathcal{P}^2_{\text{SDO}})\) with \((X,y,S) \in \mathcal{F}^1_{\text{SDO}} \times \mathcal{F}^2_{\text{SDO}}\). Then, mapping \((X,y,S) = M(\bar{x};\bar{y};\bar{s})\) with

\[
S = \text{Arw}(\bar{s}), \quad y = \bar{y}, \quad X = \begin{bmatrix} 1 & X_12 & \ldots & X_{1n} \\ X_{12} & X_{22} & \ldots & \ldots \\ \vdots & \vdots & \ddots & \vdots \\ X_{1n} & X_{2n} & \ldots & X_{nn} \end{bmatrix} \succeq 0 \text{ with } \begin{bmatrix} \sum_{i=1}^n X_{ii} \\ X_{12} \\ \vdots \\ X_{1n} \end{bmatrix} = \begin{bmatrix} \bar{x}_1 \\ \frac{\bar{x}_2}{2} \\ \vdots \\ \frac{\bar{x}_n}{2} \end{bmatrix},
\]

is a point-to-set admissible mapping. In addition, the inverse mapping denoted by \((\bar{x};\bar{y};\bar{s}) = M^{-1}(X,y,S)\) with

\[
\bar{s} = \text{Arw}^{-1}(S), \quad \bar{y} = y, \quad \bar{x} = \left[ \sum_{i=1}^n X_{ii}, 2X_{12}, \ldots, 2X_{1n} \right]^T,
\]

is a point-to-point admissible mapping.

Proof. The proof of this theorem is presented in Appendix A. \(\square\)

The following corollaries restate that the provided mapping preserves the objective function value.

Corollary 3.2. We have \(z^*_{\mathcal{P}^1_{\text{SOCO}}} = z^*_{\mathcal{P}^1_{\text{SDO}}}\), and \(z^*_{\mathcal{P}^2_{\text{SOCO}}} = z^*_{\mathcal{P}^2_{\text{SDO}}}\).

Corollary 3.3. A feasible solution \((\bar{x};\bar{y};\bar{s}) \in \mathcal{F}^1_{\text{SOCO}} \times \mathcal{F}^2_{\text{SOCO}}\) is optimal for a pair of SOCO problems \((\mathcal{P}^1_{\text{SOCO}})\) and \((\mathcal{P}^2_{\text{SOCO}})\) with optimal value \((z^*_p,z^*_D)\) if and only if the mapped solution \((X,y,S)\) is optimal for the SDO problems \((\mathcal{P}^1_{\text{SDO}})\) and \((\mathcal{P}^2_{\text{SDO}})\) with optimal value \((z^*_p,z^*_D)\).

Corollary 3.4. A feasible solution \((\bar{x};\bar{y};\bar{s}) \in \mathcal{F}^1_{\text{SOCO}} \times \mathcal{F}^2_{\text{SOCO}}\) is optimal for a pair of SOCO problems \((\mathcal{P}^1_{\text{SOCO}})\) and \((\mathcal{P}^2_{\text{SOCO}})\) with zero duality gap if and only if the mapped solution \((X,y,S)\) is optimal for the SDO problems \((\mathcal{P}^1_{\text{SDO}})\) and \((\mathcal{P}^2_{\text{SDO}})\) with zero duality gap, i.e.,

\[
\bar{x} \circ \bar{s} = 0 \iff \text{Tr}(XS) = 0
\]

Note that these results are valid regardless of the duality status (strong/weak with gap) of the SOCO problems. Furthermore, observe that one can propose different admissible mappings that satisfy the conditions presented in Theorem 3.1. In Section 3.2, we propose a rank-one mapping, which is the simplest option. In Section 3.3, we show that when \(\bar{x} \in \text{int}(\mathcal{L}^n)\), full rank mappings can also be obtained, which map a solution in the interior of SOCO to a solution in the interior of the SDO cone.

3.2. Rank-one Mapping. In this section, we construct a rank-one matrix \(X\) for vector \(\bar{x}\) that satisfies the conditions in Theorem 3.1. Thus, we introduce the vector \(\beta \in \mathbb{R}^n\), and define the rank-one matrix.

\[
X = \beta \beta^T,
\]

with

\[
\sum_{i=1}^n \beta_i^2 = \bar{x}_1,
\]

\[
\beta_i \beta_j = \frac{\bar{x}_j}{2} \text{ for all } j = 2, \ldots, n.
\]
We need to solve this $n$-variable-$n$-equation system. The solution of this system is $\beta = 0$ if $\bar{x} = 0$, and if $\bar{x} \neq 0$ then

$$\beta = \frac{1}{\sqrt{2(1 + \delta)}}(\bar{x}_1 + \delta, \bar{x}_2, \ldots, \bar{x}_n)^T,$$

where $\delta = \sqrt{(\bar{x}_1)^2 - \|\bar{x}_{2:n}\|^2}$. It is easy to see that if we are on the boundary of the second-order cone, then $\delta = 0$. Otherwise, we have $\delta \neq 0$. Using this vector, we can construct a suitable matrix $X$.

**Theorem 3.5.** Consider the rank-one mapping with

$$X = \begin{cases} [0]_{n \times n} & \text{if } \bar{x} = (0, 0, \ldots, 0), \\ \text{DMR}^1(\bar{x}) & \text{otherwise}, \end{cases}$$

(3.1)

where

$$\text{DMR}^1(\bar{x}) = \beta \beta^T = \begin{bmatrix} \frac{1}{2} & \frac{1}{2} & \cdots & \frac{1}{2} \\ \frac{1}{2} & \frac{1}{2} & \cdots & \frac{1}{2} \\ \vdots & \vdots & \ddots & \vdots \\ \frac{1}{2} & \frac{1}{2} & \cdots & \frac{1}{2} \end{bmatrix},$$

Then, (3.1) together with $(y, S) = (\bar{y}, \text{Arw}(\bar{x}))$ is a point-to-point admissible mapping.

**Proof.** The proof is straightforward as it is enough to show that matrix DMR$^1(\bar{x})$ satisfies the conditions in Theorem 3.1. □

3.3. **Higher Ranking Mapping.** In this section, we show that when a SOCO solution is in the interior of the cone, i.e. $\bar{x} \in \text{int}(\mathcal{L}^n)$, then we can use a full rank mapping, i.e.

$$\text{DMR}^n(\bar{x}) = \sum_{i=1}^{n} \beta_i (\beta_i)^T.$$ 

**Theorem 3.6.** There exist mappings DMR where $\text{rank}(\text{DMR}(\bar{x})) = n$ for $\bar{x} \in \text{int}(\mathcal{L}^n)$.

**Proof.** The proof of this theorem is presented in Appendix B. □

One can easily modify Algorithm 1 (presented in proof of Theorem 3.6) to map a solution $\bar{x} \in \text{int}(\mathcal{L}^n)$ to a matrix DMR$^k(\bar{x})$ with rank $1 \leq k \leq n$. This means that the primal feasible set of a SOCO can be mapped to different subsets of the SDO primal feasible region, e.g., rank-one mapping maps the primal feasible set of a SOCO to a one-dimensional face of the SDO primal feasible set.

Recall that Theorem 1 of [10] proposes the mapping

$$\text{MR}(\bar{x}) = \begin{bmatrix} \frac{1}{4} \theta & \frac{1}{4} \bar{x}_{1:n}^T \\ \frac{1}{4} \bar{x}_{1:n} & \frac{1}{4} \bar{x}_{2:n}^T \end{bmatrix},$$

where $\theta = x_1 + \|x_{2:n}\| + \sqrt{(x_1 + \|x_{2:n}\|)^2 - 4\|x_{2:n}\|^2}$. They showed that this map is admissible. Moreover, it has full rank when $x_1 > \|x_{2:n}\|$, i.e. $\bar{x} \in \text{int}(\mathcal{L}^n)$, and it is a rank-one matrix when $x_1 = \|x_{2:n}\|$. This map also proves Theorem 3.6, while our proof follows a different approach. In our approach, we can generate different mappings and explore the feasible set of SDO by changing parameter $\epsilon$ in Algorithm 1. However, to prove that the set of all maps with different
Given the mapping of Sim and Zhao [10], consider the case in which the solution is on the boundary of the second-order cone, i.e. \( x_1 = \|x_{2:n}\| \). Then, \( \theta = 2x_1 \), and

\[
\text{MR}^1(\bar{x}) = \left( \frac{1}{\sqrt{\theta}} x_1 \quad \frac{1}{\sqrt{\theta}} x_{2:n}^T \right) \frac{x_{2:n} x_{2:n}^T}{2x_1}.
\]

We can see that this is exactly identical to the rank-one mapping we presented in Theorem 3.5. We can write it as

\[
\text{MR}^1(\bar{x}) = \nu^1(\nu^1)^T,
\]

where

\[
\nu^1 = \frac{1}{\sqrt{\theta}} \left( \frac{1}{2} \theta, \bar{x}_2, \ldots, \bar{x}_n \right)^T.
\]

In order to construct \( \text{MR}(\bar{x}) \) as the sum of rank-one matrices, we define

\[
\nu^j = \sqrt{\frac{\bar{x}_1 - \|x_{2:n}\|}{2(n-1)}} e_j \quad \text{for} \quad j = 2, \ldots, n,
\]

where \( e_j \) is a unit vector with 1 in element \( j \). By this setting, we have

\[
\text{MR}(\bar{x}) = \sum_{j=1}^n \nu^j(\nu^j)^T.
\]

If the solution \( x \) of the SOCO primal problem is on the boundary of the cone, i.e. \( x_1 = \|x_{2:n}\| \), then we get

\[
\nu^1 = \frac{1}{\sqrt{2\bar{x}_1}} (\bar{x}_1, \bar{x}_2, \ldots, \bar{x}_n)^T, \quad \nu^j = 0, \quad \text{for} \quad j = 2, \ldots, n.
\]

This results in the rank-one mapping \( \text{MR}^1(\bar{x}) \). On the other hand, if the solution is in the interior of the cone, i.e. \( \bar{x}_1 > \|x_{2:n}\| \), then \( \nu^j \neq 0 \) for \( j = 2, \ldots, n \), and we can construct the full rank mapping \( \text{MR}(\bar{x}) \). Note that one cannot take a combination of first \( k \) vectors \( \nu^j \) to construct a rank-\( k \) mapping as it would not be admissible since it violates the conditions given in Theorem 3.1, i.e. the sum of diagonals will not be equal to \( \bar{x}_1 \). To overcome this issue and construct a rank-\( k \) mapping, let \( N^0 \subseteq \{2, \ldots, n\} \) with \( |N^0| = k \). One can take the following definition of \( \nu^j \),

\[
\nu^j = \sqrt{\frac{\bar{x}_1 - \|x_{2:n}\|}{2(k-1)}} e_j \quad \text{for} \quad j \in N^0, \quad \text{and} \quad \nu^j = 0 \quad \text{for} \quad j \notin N^0.
\]

The resulting matrix \( \text{MR}^k(\bar{x}) \) has rank \( k \), and one can easily see that it satisfies the conditions of Theorem 3.1. Considering \( k = n \), this choice of \( \nu^j \) results in identical mapping to \( \text{MR}(\bar{x}) \). The next theorem shows that we can have mappings with different ranks when we are mapping a solution from the interior of the second-order cone.

**Theorem 3.7.** Let \( \rho(\bar{x}) = \max\{\text{rank}(\mathcal{M}(\bar{x})) : \mathcal{M} \text{ is admissible map}\} \). We have

- \( \rho(\bar{x}) = n \) if \( \bar{x} \in \text{int}(\mathcal{L}^n) \).
- \( \rho(\bar{x}) = 1 \) if \( \bar{x} \in \partial(\mathcal{L}^n) \).
Proof. Proof of this theorem is similar to Theorem 1 of [10]. □

In the next section, we generalize our result for the case there are multiple second-order cones.

3.4. Generalization to Multiple Second-order Cones (SOCs). In this section, we extend our rank-one mapping to the case with multiple second-order cones. We can use similar conditions as in Theorem 3.1 to extend our mapping to the case of multiple second-order cones. However, instead of the “Arw” operator, we need to introduce a new operator called “DArw” which constructs a block diagonal matrix with arrow-head matrices of input vectors. First, we transform the objective coefficient vectors and coefficient matrices into proper block-diagonal structures as

\[ \tilde{C} = \text{DArw}(c^1, c^2, \ldots, c^r) = \begin{bmatrix} \tilde{C}_1 \\ \tilde{C}_2 \\ \vdots \\ \tilde{C}_r \end{bmatrix}, \]

where \( \tilde{C}_i \) is the arrow-head matrix corresponding to vector \( c^i \) for all \( i = 1, \ldots, r \). Moreover, we define a similar block diagonal matrix

\[ \tilde{A}_j = \text{DArw}(A^1_j, A^2_j, \ldots, A^r_j) = \begin{bmatrix} \tilde{A}^1_j \\ \tilde{A}^2_j \\ \vdots \\ \tilde{A}^r_j \end{bmatrix} \quad \text{for } j = 1, \ldots, m, \]

where \( \tilde{A}^i_j \) corresponds to the row \( j \) of matrix \( A^i \) for all \( i = 1, \ldots, r \). Now, the SDO representation of the SOCO problem can be derived as \((P_{SDO})\) and \((D_{SDO})\). Compared to the SDO representation of [10], \((P_{SZ})\) and \((D_{SZ})\), our representation is a standard SDO over one cone of positive semidefinite matrices of dimension \( n \times n \). Given the introduced notations \( \tilde{C} \) and \( \tilde{A} \), we have

\[ z^*_{\tilde{D}_{SDO}} := \min \text{ Tr}(\tilde{C}\tilde{X}) \]

s.t. \( \text{Tr}(\tilde{A}_i\tilde{X}) = b_i \quad \text{for } i = 1, \ldots, m, \]

\[ \tilde{X} \succeq 0, \]

and the dual problem is

\[ z^*_{\tilde{D}_{SDO}} := \max b^Ty \]

s.t. \( \sum_{i=1}^m y_i\tilde{A}_i + \tilde{S} = \tilde{C}, \]

\[ \tilde{S} \succeq 0. \]

Analogously, we can define the sets of feasible and optimal solutions for problems \((\tilde{P}_{SDO})\) and \((\tilde{D}_{SDO})\).

We can present the following theorem to specify admissible mappings for the general form.

Theorem 3.8. Consider the SOCO problem pairs \((P_{SOCO})\) and \((D_{SOCO})\) with

\[ (\tilde{x}^1; \tilde{x}^2; \ldots; \tilde{x}^r; \tilde{y}; \tilde{s}^1; \tilde{s}^2; \ldots; \tilde{s}^r) \in \tilde{P}_{SOCO} \times \tilde{D}_{SOCO}, \]
and SDO problem pairs \( (\mathcal{P}_{\text{SDO}}^D) \) and \( (\mathcal{P}_{\text{SDO}}^D) \) with \((\tilde{X}, \tilde{y}, \tilde{S}) \in \mathcal{F}_{\mathcal{P}_{\text{SDO}}^D} \times \mathcal{F}_{\mathcal{P}_{\text{SDO}}^D}^D \). Then, the following mapping, denoted by \((\tilde{X}, \tilde{y}, \tilde{S}) = \mathcal{M}(\tilde{x}^1; \tilde{x}^2; \ldots; \tilde{x}^r; \tilde{y}; \tilde{s}^1; \ldots; \tilde{s}^r)\), with

\[
\tilde{S} = \text{DArw}(\tilde{s}^1; \ldots; \tilde{s}^r),
\]

\[
\tilde{y} = \bar{y},
\]

\[
\tilde{X} \succeq 0 \quad \text{s.t.} \quad \begin{bmatrix}
\sum_{j=0}^{n_i} \tilde{x}_{ij}

\tilde{x}_{u_i, u_i+1}

\vdots

\tilde{x}_{u_i, u_i+n_i}
\end{bmatrix}
= \begin{bmatrix}
\tilde{x}_1

\tilde{x}_2

\vdots

\tilde{x}_r
\end{bmatrix}
\text{for } i = 1, \ldots, r,
\]

\]

\[
\text{coupled with the inverse mapping denoted by } (\bar{x}^1; \bar{x}^2; \ldots; \bar{x}^r; \bar{y}; \bar{s}^1; \ldots; \bar{s}^r) = \mathcal{M}^{-1}(\tilde{X}, \tilde{y}, \tilde{S}) \text{ with }
\]

\[
(\tilde{s}^1; \ldots; \tilde{s}^r) = \text{DArw}^{-1}(\bar{s}),
\]

\[
\tilde{y} = \bar{y},
\]

\[
(\bar{x}^1; \ldots; \bar{x}^r) = \begin{bmatrix}
\sum_{j=0}^{n_i} \tilde{x}_{ij}

2\tilde{x}_{u_i, u_i+1}

\vdots

2\tilde{x}_{u_i, u_i+n_i}
\end{bmatrix},
\]

\]

where \( u_i = 1 + \sum_{k=0}^{i-1} n_i \) and \( n_0 = 0 \) is an admissible mapping.

**Proof.** The proof of this theorem is analogous to that of Theorem 3.1. \(\square\)

**Remark 3.9.** Note that a solution of \( (\mathcal{P}_{\text{SDO}}^D) \) is not necessarily block-diagonal.

Using the conditions in Theorem 3.7, we can write

\[
\tilde{S} = \text{DArw}(\tilde{s}^1, \tilde{s}^2, \ldots, \tilde{s}^r) = \begin{bmatrix}
\text{Arw}(\tilde{s}^1)

\text{Arw}(\tilde{s}^2)

\vdots

\text{Arw}(\tilde{s}^r)
\end{bmatrix},
\]

\[
\tilde{y} = \bar{y}.
\]

We can define matrix \( \tilde{X} \) using our rank-one mapping with vector \( \tilde{\beta} \). Vector \( \tilde{\beta} \) consists of \( n \) elements partitioned into \( r \) sub-vectors each corresponds to the cones in the problem. Thus, we have

\[
\tilde{X} = \tilde{\beta} \tilde{\beta}^T,
\]

where

\[
\tilde{\beta} = ((\beta^1)^T, (\beta^2)^T, \ldots, (\beta^r)^T)^T.
\]

One can calculate vector \( \tilde{\beta} \) in the closed form as follows,

\[
\beta^i = \frac{1}{\sqrt{2(\delta^i + \delta^2) \ldots (\delta^i + \delta_n)}} (x_1^i + \delta^i, x_2^i, \ldots, x_n^i),
\]
where $\delta^i = \sqrt{(x^i_1)^2 - \|x^i_{2:n}\|^2}$. We can also have a separate rank-one mapping for each second-order cone as $\tilde{X} = \sum_{i=1}^r (\beta)_i (\beta)_i^T$, where

$$(\beta^j)_i = \begin{cases} \frac{1}{\sqrt{2(x^1_i + \delta^i)}} (x^1_i + \delta^i, x^2_i, \ldots, x^n_i) & \text{if } j = i, \\ 0 & \text{otherwise.} \end{cases}$$

In this case, $\tilde{X}$ is a block diagonal matrix with rank equal to $r$. If we choose $(\beta^j)_i \in \mathbb{R}^{n_j}$ for $j \in \{1, \ldots, r\} \setminus \{i\}$, then $\tilde{X} = \sum_{i=1}^r (\beta)_i (\beta)_i^T$ will be a positive semidefinite matrix, which is not necessarily block diagonal. Since all the input matrices are block diagonal, it is straightforward to check that the mapping will remain admissible. For any second-order cone $i$ with $x^i_1 > \|x^i_{2:n}\|$, the corresponding part of the matrix $\tilde{X}$ can have any rank from 1 to $n_i$ using higher rank mappings proposed in the previous section. For instance, if the solution $x$ is in the interior of all second-order cones, i.e. $x^i_1 > \|x^i_{2:n}\|$ for $i = 1, \ldots, r$, then we can find $\tilde{X} = \sum_{i=1}^r \sum_{k=1}^{n_i} (\beta)_i^k (\beta)_i^{kT}$ whose rank is $n \times r$. In this case, it is straightforward to produce mapping with arbitrary rank form 1 to $n \times r$ by using Algorithm 1 for filling diagonal blocks and filling other parts with arbitrary numbers.

4. FROM SOCO TO SDO: STARTING FROM THE PRIMAL SIDE

In this section, we analyze the case when we start to reformulate the standard primal SOCO as an equivalent SDO problem, which requires more complex reformulation and was left untouched by Sim and Zhao [10]. The purpose is to investigate the SOCO-SDO relationship starting from the primal side and answer the following questions.

(1) What happens if we force matrix $X$ to be arrow-head?

(2) Does this derivation result in similar mappings between the SOCO problems and their SDO counterparts?

4.1. Derivation and Solution Mapping. Recall SOCO problems $(\mathcal{P}^1_{\text{SOCO}})$ and $(\mathcal{P}^2_{\text{SOCO}})$ and their corresponding feasible and optimal solution sets from Section 2. Recall that we have $\tilde{x} \in \mathcal{L}^n$ if and only if $X = \text{Arw}(\tilde{x}) \succeq 0$, thus starting from $(\mathcal{P}^1_{\text{SOCO}})$ requires a different choice of $\tilde{C}$ and $\tilde{A}_i$ in order to properly represent the primal constraint of SOCO in an equivalent SDO reformulation. Thus, we define

$$\tilde{C} = \text{Arw}(\frac{1}{n} c_1, \frac{1}{2} c_2, \ldots, \frac{1}{n} c_n),$$

$$\tilde{A}_i = \text{Arw}(\frac{1}{n} a_{i1}, \frac{1}{2} a_{i2}, \ldots, \frac{1}{2} a_{in}), \quad i = 1, 2, \ldots, m,$$

which leads to preserving $a^T_{(i)} \tilde{x} = \text{Tr}(\tilde{A}_i X) = b_i$ for $i = 1, \ldots, m$, where $X = \text{Arw}(\tilde{x})$. Using the introduced arrow-head representations of $c$, $a_{(i)}$, and $\tilde{x}$, we write the following SDO problem.

$$\min \left\{ \text{Tr}(\tilde{C}X) : \text{Tr}(\tilde{A}_i X) = b_i, \quad i = 1, \ldots, m, \quad X \succeq 0 \right\}.$$

However, in this SDO problem, $X$ is a semidefinite matrix without arrow-head structure. Thus, in order to represent $(\mathcal{P}^1_{\text{SOCO}})$ using this SDO model, we need to enforce the arrow-head structure on matrix $X$. In other words, we need to translate the arrow-head structure requirement into linear constraints. Thus, we introduce symmetric matrices $\tilde{A}_{hl}$ for $2 \leq h < l \leq n$ with $\langle \tilde{A}_{hl} \rangle_{hl} = \langle \tilde{A}_{hl} \rangle_{lh} = 1$ for $2 \leq h < l \leq n$, and all other entries are zero. Moreover, we introduce
matrix \( \hat{A}_k \), with \( (\hat{A}_k)_{11} = 1, (\hat{A}_k)_{kk} = -1 \) for \( k = 2, \ldots, n \), and the rest of the entries are zero. Therefore, we write the following model

\[
\begin{align*}
\min & \quad \text{Tr}(\tilde{C}X) \\
\text{s.t.} & \quad \text{Tr}(\tilde{A}_i X) = b_i \quad \text{for } i = 1, \ldots, m, \\
& \quad \text{Tr}(\tilde{A}_{hl} X) = 0 \quad \text{for } h = 2, \ldots, n-1, \ h < l \leq n, \\
& \quad \text{Tr}(\hat{A}_k X) = 0 \quad \text{for } k = 2, \ldots, n, \\
& \quad X \succeq 0,
\end{align*}
\]

which is an accurate SDO representation of \((P^1_{SDO})\) as the arrow-head structure of the matrix \( X \) is enforced by the linear constraints. Let \( z^*_{SDO} \) denote the optimal objective function value of \((P^1_{SDO})\), and

\[
\begin{align*}
\mathcal{F}^P_{SDO} &= \{ X \in \mathcal{S}^n : \text{Tr}(\tilde{A}_i X) = b_i \quad \text{for } i = 1, \ldots, m, \\
& \quad \text{Tr}(\tilde{A}_{hl} X) = 0 \quad \text{for } h = 2, \ldots, n-1, \ h < l \leq n, \\
& \quad \text{Tr}(\hat{A}_k X) = 0 \quad \text{for } k = 2, \ldots, n, \\
& \quad X \succeq 0 \},
\end{align*}
\]

and

\[
\begin{align*}
P^*_{SDO} &= \{ X \in \mathcal{F}^P_{SDO} : \text{Tr}(\tilde{C}X) = z^*_{SDO} \},
\end{align*}
\]

be the feasible and optimal solution sets of problem \((P^P_{SDO})\), respectively. Next, we present the dual model of the SDO problem \((P^P_{SDO})\) as

\[
\begin{align*}
\max & \quad b^Tv \\
\text{s.t.} & \quad \sum_{i=1}^m v_i \tilde{A}_i + \sum_{h \neq 1, h < l} w_{hl} \tilde{A}_{hl} + \sum_{k=2}^n u_k \hat{A}_k + S = \bar{C}, \\
& \quad S \succeq 0,
\end{align*}
\]

where \( w_{hl} \) denotes the dual variable corresponding to the matrix dedicated for setting entries \((h,l)\) and \((l,h)\) in \( X \) equal to zero, and \( u_k \) corresponds to the linear constraints that are setting elements on the diagonal of each block equal to each other for that specific block. Similarly, let \( z^*_{SDO} \) denote the optimal objective function value for the dual model \((P^P_{SDO})\), and

\[
\begin{align*}
\mathcal{F}^P_{SDO} &= \left\{ (v,w,u,S) \in \mathbb{R}^m \times \mathbb{R}^{(n-1)^2} \times \mathbb{R}^{(n-1)} \times \mathcal{S}^n : \sum_{i=1}^m v_i \tilde{A}_i + \sum_{h \neq 1, h < l} w_{hl} \tilde{A}_{hl} + \sum_{k=2}^n u_k \hat{A}_k + S = \bar{C}, S \succeq 0 \right\},
\end{align*}
\]

and

\[
\begin{align*}
P^*_{SDO} &= \left\{ (v,w,u,S) \in \mathcal{F}^P_{SDO} : b^Tv = z^*_{SDO} \right\},
\end{align*}
\]

be the feasible and optimal solution sets of problem \((P^P_{SDO})\), respectively.

Let’s analyze the structure of \( S \). First, recall problem \((P^1_{SOCO})\), where we have

\[
\bar{s}_j = c_j - \sum_{i=1}^m \bar{y}_i a_{ij}, \quad \text{for all } j = 1, \ldots, n.
\]
Considering that, we seek to preserve the objective function value throughout the mapping, we have \( v = \tilde{y} \). Therefore, using the non-zero structure of the matrices \( \hat{A}_h \) and \( \hat{A}_k \), we have

\[
S = \begin{bmatrix}
\frac{1}{n}(\tilde{s}_1) - \sum_{k=2}^{n} u_k & \frac{1}{n}(\tilde{s}_2) & \cdots & \cdots & \frac{1}{n}(\tilde{s}_n) \\
\frac{1}{n}(\tilde{s}_2) & \frac{1}{n}(\tilde{s}_1) + u_2 & -w_2 & \cdots & -w_2 \\
\vdots & -w_2 & \frac{1}{n}(\tilde{s}_1) + u_3 & \cdots & \vdots \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
\frac{1}{n}(\tilde{s}_n) & -w_2 & \cdots & \cdots & -w_{(n-1)n}
\end{bmatrix}.
\] (4.1)

Furthermore, we have free variables \( w \) and \( u \) which can take values such that \( S \) is positive semidefinite. Now, let \( y = (v; w; u) \), and \( \bar{b} = [b; 0_{(n-1)(n-2)}^T; 0_{n-1 \times 1}] \). Then, we can present the following theorem which presents a point to set admissible mapping, see Definition 2.4, with \( r = 1 \), based on \( (P^{1}_{SOCO}) \) and \( (P^{1}_{SDO}) \), and their representations \( (P^{p}_{SOCO}) \) and \( (P^{p}_{SDO}) \).

**Theorem 4.1.** Consider the SOCO problem pairs \( (P^{1}_{SOCO}) \) and \( (P^{1}_{SDO}) \) with \( (\tilde{x}; \tilde{y}; \tilde{s}) \in \mathcal{F}^{1}_{SOCO} \times \mathcal{F}^{1}_{SDO} \) and SDO problem pairs \( (P^{p}_{SDO}) \) and \( (P^{p}_{SDO}) \) with \( (X, v, w, u, S) \in \mathcal{F}^{p}_{SDO} \times \mathcal{F}^{p}_{SDO} \). Then, the mapping \( (X, v, w, u, S) = \mathcal{M}(\tilde{x}, \tilde{y}; \tilde{s}) \) defined as

\[
X = Arw(\tilde{x}),
\]

\[
v = \tilde{y},
\]

\[
S = \begin{bmatrix}
\frac{5}{n} - \sum_{k=2}^{n} u_k & \frac{5}{2} & \cdots & \cdots & \frac{5}{n} \\
\frac{5}{2} & \frac{5}{n} + u_2 & -w_2 & \cdots & -w_2 \\
\vdots & -w_2 & \frac{5}{n} + u_3 & \cdots & \vdots \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
\frac{5}{2} & -w_2 & \cdots & \cdots & -w_{(n-1)n}
\end{bmatrix},
\]

where \( w \in \mathbb{R}^{(n-1)(n-2)/2} \) and \( u \in \mathbb{R}^{(n-1)} \) taking any values such that \( S \succeq 0 \) is a point-to-set admissible mapping. The inverse mapping is denoted by \( (\bar{x}; \bar{y}; \bar{s}) = \mathcal{M}^{-1}(X, v, w, u, S) \), with

\[
\bar{x} = Arw^{-1}(X), \quad \bar{y} = v, \quad \bar{s} = \left[ \begin{array}{c}
c_1 - \sum_{i=1}^{m} v_i a_{i1} \\
\vdots \\
c_n - \sum_{i=1}^{m} v_i a_{in}
\end{array} \right].
\]

**Proof.** The proof of this theorem is presented in Appendix C. \( \square \)

**Remark 4.2.** The proposed mapping in Theorem 4.1 is not necessarily a point-to-point mapping regarding dual variables of \( (P^{1}_{SOCO}) \) and \( (P^{p}_{SDO}) \).

Analogous to Corollaries 3.2-3.4, the proposed mapping in Theorem 4.1 preserves optimality and complementarity.

#### 4.2. Rank-one Mapping

Using the intuition from the dual side’s section, we seek to represent matrix \( S \) using a rank-one matrix. Hence, we propose

\[
S = \eta(\eta)^T,
\]
with
\[
\sum_{i=1}^{n} (\eta_i)^2 = s_1,
\]
\[
\eta_1 \eta_j = \frac{s_j}{2} \quad \text{for all} \quad j = 2, \ldots, n.
\]

We need to solve an \(n\)-variable-\(n\)-equation system. The solution of this system is
\[
\eta = \frac{1}{\sqrt{2(s_1 + \delta')}} (s_1 + \delta', s_2, \ldots, s_n)^T,
\]
where \(\delta' = \sqrt{s_1 - \|s_2:n\|_2^2}\). Using this vector, we can construct matrix \(S\). Thus, we can compute \(u_k\) for \(k = 2, \ldots, n\), and \(w_{hl}\) for \(h \neq 1, h < l\) as follows,

\[
u_k = (\eta_k)^2 - \frac{\bar{s}_1}{n} \frac{s_k^2}{2(s_1 + \delta')} - \frac{1}{n} \bar{s}_1, \quad k = 2, \ldots, n,
\]
\[
w_{hl} = \eta_h \eta_l = \frac{s_h s_l}{2(s_1 + \delta')}, \quad h \neq 1, h < l.
\]

**Theorem 4.3.** Consider the rank-one mapping
\[
S = \begin{cases} [0]_{n \times n} & \text{if } \bar{s} = (0, 0, \ldots, 0), \\ \text{PMR1} & \text{otherwise,} \end{cases}
\] (4.2)
where

\[
\text{PMR1} = \eta(\eta)^T = \begin{bmatrix}
\frac{s_1 + \delta'}{2} & s_2 & \cdots & s_n \\
\frac{s_2}{2} & \frac{s_2}{2} & \cdots & \frac{s_2 s_n}{2} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{s_n}{2} & \frac{s_2 s_n}{2} & \cdots & \frac{s_n^2}{2(s_1 + \delta')}
\end{bmatrix}.
\]

Then, (4.2) together with \((X, y) = (Arw(\bar{x}), \bar{y})\) is a point-to-point admissible mapping.

**Proof.** The proof is similar to that of Theorem 3.5. \(\square\)

4.3. **Higher Rank Mapping.** The derivation of full rank mapping is similar to the derivation discussed in Section 3.3, as we show that when a SOCO solution \(\bar{s} \in \text{int}(\mathbb{L}^n)\), then we can use a full rank mapping, i.e.

\[
\text{PMR} = \sum_{i=1}^{n} \eta^i(\eta^i)^T.
\]

The proof of the existence of a full rank mapping is similar to the proof presented in Appendix B.

**Theorem 4.4.** There exist mappings PMR where \(\text{rank}(\text{PMR}(\bar{s})) = n\) for \(\bar{s} \in \text{int}(\mathbb{L}^n)\).

**Proof.** The proof of this theorem is similar to the proof presented in Appendix B. The difference is that we need to set \(\pi^1 = \bar{s}\) in the proof. \(\square\)
The reason why the procedure to show the existence of a full rank mapping is similar for both directions is that although the mappings seem to be different, in fact both satisfy analogous conditions about the first row and column and the trace of the mapping matrix. From this point of view, they are very similar. In fact, the update vector in the procedure is meant to be satisfying those conditions. Thus, we can follow the procedure in Appendix B for both mappings.

Similar to Theorem 1 of [10], we can develop the following mapping for the primal side;

\[
\text{MR}(\tilde{s}) = \left( \frac{1}{2} \tilde{s}_1 \left[ \begin{array}{c} \theta' \\ \frac{1}{2} \tilde{s}_{2:n}^T \end{array} \right] + \frac{1}{2(n-1)} \tilde{s}_{2:n}^T \tilde{s}_{2:n} \right),
\]

where \( \theta' = \tilde{s}_1 + \|\tilde{s}_{2:n}\| + \sqrt{(\tilde{s}_1 + \|\tilde{s}_{2:n}\|)^2 - 4\|\tilde{s}_{2:n}\|^2} \). Here, we can perform the same analysis we did in Section 3.3, too. Considering the case in which the solution is on the boundary of the second-order cone, i.e. \( \tilde{s}_1 = \|\tilde{s}_{2:n}\| \). Then, \( \theta' = 2\tilde{s}_1 \), and

\[
\text{MR}_1(\tilde{s}) = \left( \frac{1}{2} \tilde{s}_1 \left[ \begin{array}{c} 1 \\ \frac{1}{2} \tilde{s}_{2:n}^T \end{array} \right] \right).
\]

We can see that this is exactly identical to the rank-one mapping we presented in Theorem 4.3. We can also write it as

\[
\text{MR}_1(\tilde{s}) = \gamma'(\gamma')^T,
\]

where

\[
\gamma' = \frac{1}{\sqrt{\theta'}} \left( \frac{1}{2} \theta', \tilde{s}_2, \ldots, \tilde{s}_n \right)^T.
\]

To obtain \( \text{MR}(\tilde{s}) \) as the sum of rank-one matrices, we define

\[
\gamma^j = \sqrt{\frac{\tilde{s}_1 - \|\tilde{s}_{2:n}\|}{2(n-1)}} e_j \quad \text{for } j = 2, \ldots, n,
\]

where \( e_j \) is a unit vector with 1 in element \( j \). By this setting, we have

\[
\text{MR}(\tilde{s}) = \sum_{j=1}^n \gamma^j(\gamma^j)^T.
\]

If the solution \( \tilde{s} \) of the SOCO dual problem is on the boundary of the cone, i.e. \( \tilde{s}_1 = \|\tilde{s}_{2:n}\| \), then we get

\[
\gamma^j = \frac{1}{\sqrt{2\tilde{s}_1}} (\tilde{s}_1, \tilde{s}_2, \ldots, \tilde{s}_n)^T,
\]

\[
\gamma^j = 0, \quad \text{for } j = 2, \ldots, n.
\]

This leads to rank-one mapping \( \text{MR}_1(\tilde{s}) \). On the other hand, if the solution \( \tilde{s} \in \text{int}(\mathcal{L}^n) \), i.e. \( \tilde{s}_1 > \|\tilde{s}_{2:n}\| \), then \( \gamma^j \neq 0 \) for \( j = 2, \ldots, n \), and we obtain the full rank mapping \( \text{MR}(\tilde{s}) \). To construct an admissible rank-\( k \) mapping, here one cannot take a combination of first \( k \) vectors \( \gamma^j \) as it violates the conditions given in Theorem 4.1, i.e. the sum of the diagonal elements will not be equal to \( \tilde{s}_1 \). Recall the definition of \( N^\circ \) from Section 3.3. The correct choice of \( \gamma^j \) to construct a rank-\( k \) mapping is

\[
\gamma^j = \sqrt{\frac{\tilde{s}_1 - \|\tilde{s}_{2:n}\|}{2(k-1)}} e_j \quad \text{for } j \in N^\circ, \text{ and } \gamma^j = 0 \text{ for } j \notin N^\circ.
\]
The resulting matrix $\text{MR}(\tilde{s})$ has rank $k$, and one can easily see that it satisfies the conditions of Theorem 4.1. Analogous to the dual side, we have the following theorem.

**Theorem 4.5.** Let $\rho(\tilde{s}) = \max\{\text{rank}(\mathcal{M}(\tilde{s})): \mathcal{M} \text{ is admissible map}\}$. We have

- $\rho(\tilde{s}) = n$ if $\tilde{s} \in \text{int}(\mathcal{L}^n)$,
- $\rho(\tilde{s}) = 1$ if $\tilde{s} \in \partial(\mathcal{L}^n)$.

**Proof.** Proof of this theorem is similar to Theorem 1 of [10].

4.4. **Generalization to Multiple Second-order Cones (SOCs).** Similar to the discussion in Subsection 3.4, here we adopt the mapping presented in Theorem 3.8 to the primal side. Here we need to define the following notations. Let,

$$
\tilde{C} = \begin{bmatrix}
\tilde{C}_1 \\
\tilde{C}_2 \\
\vdots \\
\tilde{C}_r
\end{bmatrix}
$$

where

$$
\tilde{C}_k = \text{Arg}(\frac{1}{n}c_1^k, \frac{1}{2}c_2^k, \ldots, \frac{1}{2}c_n^k),
$$

and

$$
\tilde{A}_j = \text{DArw}(\tilde{A}_j^1, \tilde{A}_j^2, \ldots, \tilde{A}_j^r)
$$

for $j = 1, \ldots, m$,

$$
\tilde{A}_k^j = \text{Arg}(\frac{1}{n}a_{1i}^k, \frac{1}{2}a_{i2}^k, \ldots, \frac{1}{2}a_{in}^k)
$$

for $k = 1, \ldots, r$.

Similar to the structure of $\tilde{C}$ and $\tilde{A}_j$, matrix $\tilde{X}$ needs to have a block-diagonal structure. Thus, we need to enforce this structure on it. To this end, we define an operator. Let $\text{Cf}(i) = j$, be an operator which returns the corresponding cone $j$ to input row $i$ of the block-diagonal matrices. Let set $\mathcal{I}$ consists of all entries that need to be zero due to being either off-arrow within the blocks or the off-block-diagonal structure.

$$
\mathcal{I} = \left\{ (h, l) \in [1, \sum_{i=1}^r n_i]^2 \left| \sum_{i=0}^{\text{Cf}(h)} n_i < l, \sum_{i=0}^{\text{Cf}(h)-1} n_i + 1 < h < \sum_{i=0}^{\text{Cf}(h)} n_i, \text{ and } h < l \leq \sum_{i=0}^{\text{Cf}(h)} n_i \right. \right\},
$$

$$
\mathcal{K} = \left\{ k \in [1, \sum_{i=1}^r n_i] \left| \sum_{i=0}^{\text{Cf}(k)-1} n_i + 1 < k \leq \sum_{i=0}^{\text{Cf}(k)} n_i \right. \right\},
$$

where $n_0 = 0$. Note that here we introduce matrices $\tilde{A}_{hl}$ and $\tilde{A}_k$ which are generalizations of $\tilde{A}_{hl}$ and $\tilde{A}_k$, for the multiple cone case, respectively. In detail, $\tilde{A}_{hl}$ enforces all entries off-block-diagonal and off-arrow within each block to be zero. Moreover, $\tilde{A}_k$ guarantees that in each block, diagonal entries are equal by setting entry $(k, k)$ equal to $-1$ and entry $(\sum_{i=1}^{\text{Cf}(k)-1} n_i + 1, \sum_{i=1}^{\text{Cf}(k)-1} n_i + 1)$ equal to $+1$. By this notation, we have

$$
\min \text{ Tr}(\tilde{C}\tilde{X})
$$

s.t. $\text{ Tr}(\tilde{A}_j\tilde{X}) = b_j$ for $j = 1, \ldots, m$,

$$
\text{ Tr}(\tilde{A}_{hl}\tilde{X}) = 0 \quad \text{for } (h, l) \in \mathcal{I},
$$

$$
\text{ Tr}(\tilde{A}_k\tilde{X}) = 0 \quad \text{for } k \in \mathcal{K},
$$

$$
\tilde{X} \succeq 0.
$$
Then, we dualize and get
\[
\begin{align*}
\max b^T y \\
\text{s.t. } \sum_{j=1}^m v_j \tilde{A}_j + \sum_{h,l \in \mathcal{I}} v_{hl} \tilde{A}_{hl} + \sum_{k \in \mathcal{K}} z_k \tilde{A}_k + \tilde{S} &= \tilde{C}, \\
\tilde{S} &\succeq 0.
\end{align*}
\]

In a similar fashion to other introduced models, we can define the sets of feasible and optimal solutions corresponding to models \((\mathcal{P}_{SDO}^P)\) and \((\mathcal{P}_{SDO}^P)\).

Next, we can present the following theorem.

**Theorem 4.6.** Consider the SOCO problem pairs \((\mathcal{P}_{SOCO})\) and \((\mathcal{P}_{SOCO})\) with
\[(\tilde{x}^1; \tilde{x}^2; \ldots; \tilde{x}^r; \tilde{y}; \tilde{s}^1; \tilde{s}^2; \ldots; \tilde{s}^r) \in \mathcal{F}_{SOCO} \times \mathcal{F}_{SOCO},
\]
and SDO problem pairs \((\mathcal{P}_{SDO}^P)\) and \((\mathcal{P}_{SDO}^P)\) with \((\tilde{X}, \tilde{y}, \tilde{S}) \in \mathcal{F}_{SDO}^P \times \mathcal{F}_{SDO}^P\). Then, the mapping \((\tilde{X}, \tilde{y}, v, z, \tilde{S}) = \mathcal{M}(x; y; s)\) defined as
\[
\begin{align*}
\tilde{X} &= \text{DArw}(X^1, X^2, \ldots, X^r), \\
\tilde{y} &= \bar{y}, \\
\tilde{S} &\succeq 0 \quad \text{s.t.} \quad \begin{bmatrix}
\sum_{j=1}^{u_i+n_i} \tilde{S}_{jj} \\
\tilde{S}_{u_i, u_i+1} \\
\vdots \\
\tilde{S}_{u_i, u_i+n_i}
\end{bmatrix} = \begin{bmatrix}
\tilde{s}_1^1 \\
\tilde{s}_1^2 \\
\vdots \\
\tilde{s}_1^r
\end{bmatrix},
\end{align*}
\]

with vectors \(v\) and \(z\) taking values such that \(\tilde{S} \succeq 0\). Furthermore, the inverse mapping denoted by \((\tilde{x}; \tilde{y}; \tilde{s}) = \mathcal{M}^{-1}(\tilde{X}, \tilde{y}, v, z, \tilde{S}),\) with
\[
(\tilde{x}^1; \ldots; \tilde{x}^r) \text{ with } \tilde{x}^i = \begin{bmatrix}
\tilde{X}_{u_i, u_i} \\
\tilde{X}_{u_i, u_i+1, u_i} \\
\vdots \\
\tilde{X}_{u_i, u_i+n_i}
\end{bmatrix}, \quad y = \bar{y}, \quad (\tilde{s}^1; \ldots; \tilde{s}^r) \text{ with } \tilde{s}^i = \begin{bmatrix}
\sum_{j=1}^{u_i+n_i} \tilde{S}_{jj} \\
2\tilde{S}_{u_i, u_i+1} \\
\vdots \\
2\tilde{S}_{u_i, u_i+n_i}
\end{bmatrix},
\]

where \(u_i = 1 + \sum_{k=0}^{i-1} n_k\) and \(n_0 = 0,\) is an admissible mapping.

**Proof.** The proof of this theorem is analogous to that of Theorem 3.1. \qed

We observe that although in the general case, the mapping is similar to that of the dual side, the details of the mapping are different. This mapping is different from the other one since it requires more work to enforce the arrow-head structure on matrix \(\tilde{X}\). An analogous analysis on different rank mappings can be done for the generalized multiple cone case, with the difference that here we have the arrow-head structure for matrix \(\tilde{X}\), and we can compute matrix \(\tilde{S}\) with different ranks. We skip that similar analysis here for brevity.

Now, that we have the generalized standard mapping for both sides, we can proceed with studying the mapping of the optimal partitions on both sides in the next section.
5. Mapping the Optimal Partition

As shown in the previous sections, the proposed mappings represent a solution of SOCO depending on where it is located in the cone. For a solution on the boundary of the second-order cone, all admissible maps provide a rank-one positive semidefinite matrix, while a solution in the interior of the second-order cone can be mapped to semidefinite matrices with different ranks. This correspondence can be analyzed in order to see how the optimal partition of SOCO is mapped to that of the derived SDO counterparts. For mapping the optimal partition, maximally complementary solutions are of particular interest. First, we define a helpful notation, and then the following theorem discusses the preservation of maximal complementarity.

**Definition 5.1 (Proper Map).** Mapping $\mathcal{M}$ is a proper map if $\mathcal{M}$ is admissible and $\rho(X) = \rho(\bar{x})$ for all $\bar{x} \in \mathcal{L}^n$, or $\rho(S) = \rho(\bar{s})$ for all $\bar{s} \in \mathcal{L}^n$.

Based on this definition, a rank-one mapping is not proper but map MR of [10] is proper. In the subsequent theorem, we show that a proper mapping preserves maximal complementarity using eigenvalues of the mapped solution. We used the mapping approach of Section 3 which starts from the dual side. Let $\lambda_i^X$ denotes the $i^{th}$ eigenvalue of a matrix $X$. Then, the eigenvalues of an arrow-head matrix $X = \text{Arw}(\bar{x})$ are $\lambda_1^X = \bar{x}_1 - \|\bar{x}_{2:n}\|$, $\lambda_2^X = \cdots = \lambda_{n-1}^X = \bar{x}_1$, and $\lambda_n^X = \bar{x}_1 + \|\bar{x}_{2:n}\|$, see e.g. [1].

**Theorem 5.2.** For a maximally complementary solution $(\bar{x}; \bar{y}; \bar{s}) \in \mathcal{P}^*_{\text{SOCO}} \times \mathcal{D}^*_{\text{SOCO}}$, the mapped solution $(\tilde{X}, \tilde{y}, \tilde{s}) = \mathcal{M}(\bar{x}; \bar{y}; \bar{s}) \in \mathcal{P}^*_{\text{SDO}} \times \mathcal{D}^*_{\text{SDO}}$ is maximally complementary if $\mathcal{M}$ is a proper map.

**Proof.** Given a maximally complementary solution $(\bar{x}; \bar{y}; \bar{s}) \in \mathcal{P}^*_{\text{SOCO}} \times \mathcal{D}^*_{\text{SOCO}}$, one can analyze the result of mapping based on how the cones are partitioned. The following analysis holds for the dual side direction. In this direction, we have matrix $\tilde{S}$ as a block diagonal of arrow-head matrices. Since $\mathcal{M}$ is a proper map, the eigenvalues of matrix $\tilde{X}$ can be partitioned based on second-order cones. If vector $\bar{x}^i$ is on the non-zero boundary of the second-order cone, all corresponding eigenvalues are non-zero except the first one. If the vector $\bar{x}^i$ is in the interior of the second-order cone, the corresponding eigenvalues are positive. For the point of the second-order cone, all the corresponding eigenvalues are zero. Thus, we have

- If $i \in \mathcal{R} = \begin{cases} \bar{x}^i > \|\bar{x}_{2:n}\| & \rightarrow \text{full rank matrix } X^i \text{ with } \lambda_1^{X^i}, \lambda_2^{X^i}, \ldots, \lambda_n^{X^i} > 0, \\ \bar{s}^i = 0 & \rightarrow \text{zero } S^i \text{ matrix with } \lambda_1^{S^i} = \cdots = \lambda_n^{S^i} = 0, \end{cases}$

- If $i \in \mathcal{N} = \begin{cases} \bar{x}^i = 0 & \rightarrow \text{zero matrix } X^i \text{ with } \lambda_1^{X^i} = \cdots = \lambda_n^{X^i} = 0, \\ \bar{s}^i > \|\bar{s}_{2:n}\| & \rightarrow \text{arrow-head matrix } S^i \text{ with } \lambda_1^{S^i}, \lambda_2^{S^i}, \ldots, \lambda_n^{S^i} > 0, \end{cases}$

- If $i \in \mathcal{B} = \begin{cases} \bar{x}^i = \|\bar{x}_{2:n}\| > 0 & \rightarrow \text{rank-one matrix } X^i \text{ with } \lambda_1^{X^i} > 0, \lambda_2^{X^i} = \cdots = \lambda_n^{X^i} = 0, \\ \bar{s}^i = \|\bar{s}_{2:n}\| > 0 & \rightarrow \text{arrow-head } S^i \text{ matrix with } \lambda_1^{S^i} = 0, \lambda_2^{S^i}, \ldots, \lambda_n^{S^i} > 0, \end{cases}$

- If $i \in \mathcal{T}_1 = \begin{cases} \bar{x}^i = 0 & \rightarrow \text{zero matrix } X^i \text{ with } \lambda_1^{X^i} = \cdots = \lambda_n^{X^i} = 0, \\ \bar{s}^i = 0 & \rightarrow \text{zero matrix } S^i \text{ with } \lambda_1^{S^i} = \cdots = \lambda_n^{S^i} = 0, \end{cases}$
if \( i \in \mathcal{R}_2 = \begin{cases} \bar{x}_i = \|x_{2:n_i}\| > 0 & \rightarrow \text{rank-one matrix } X^i \text{ with } \lambda_1^X > 0, \lambda_2^X = ... = \lambda_{n_i}^X = 0, \\ \bar{s} = 0 & \rightarrow \text{zero matrix } S^i \text{ with } \lambda_1^S = ... = \lambda_{n_i}^S = 0, \end{cases} \)

if \( i \in \mathcal{R}_3 = \begin{cases} \bar{x}_i = 0 & \rightarrow \text{zero matrix } X^i \text{ with } \lambda_1^X = ... = \lambda_{n_i}^X = 0, \\ \bar{s}_i = \|x_{2:n_i}\| > 0 & \rightarrow \text{arrow-head matrix } S^i \text{ with } \lambda_1^S = 0, \lambda_2^S, ..., \lambda_{n_i}^S > 0. \end{cases} \)

Now, using that \( \mathcal{M} \) is a proper map, \( \mathcal{M} \) maps a given maximally complementary optimal SOC0 solution to \((\hat{X}, \hat{y}, \hat{S}) \in \mathcal{P}_{SDO}^* \times \mathcal{P}_{SDO}^*\). Here, we show that this solution is maximally complementary for the SDO counterpart problem. The proof goes by contradiction. Let us assume to the contrary that \((\hat{X}, \hat{y}, \hat{S}) \) is not a maximally complementary solution. Let \((\hat{X}, \hat{y}, \hat{S}) \in \mathcal{P}_{SDO}^* \times \mathcal{P}_{SDO}^*\) be a maximally complementary solution. Since both \((\hat{X}, \hat{y}, \hat{S})\) and \((\hat{X}, \hat{y}, \hat{S})\) are optimal, then \(\hat{S}\hat{X} = 0\). Accordingly, if \(\lambda_j^S > 0\) then \(\tilde{\lambda}_j^S > 0\). Now it is enough to show that there are no \(i, j\) such that \(\lambda_j^S = 0\) and \(\tilde{\lambda}_j^S > 0\). If there exists such an index, by doing inverse mapping, the mapped solution in SOC0 will have larger partition set either for \(\mathcal{N}, \mathcal{R}, \mathcal{F}\) which contradicts with assumption that solution \((\bar{x}; \bar{y}; \bar{s})\) is a maximally complementary solution of SOC0. With similar reasoning, we can show that there are no \(i, j\) such that \(\lambda_j^X = 0\) and \(\tilde{\lambda}_j^X > 0\). Thus, we can conclude that a proper map preserves maximal complementarity. \(\square\)

One can prove a similar theorem as stated as follows for the mapping of Section 4 starting from the primal side.

**Theorem 5.3.** For a maximally complementary solution \((\bar{x}; \bar{y}; \bar{s}) \in \mathcal{P}_{SOC0}^* \times \mathcal{P}_{SOC0}^*\) the mapped solution \((\hat{X}, \hat{y}, \hat{S}) = \mathcal{M}(\bar{x}; \bar{y}; \bar{s}) \in \mathcal{P}_{SDO}^* \times \mathcal{P}_{SDO}^*\) is maximally complementary if \(\mathcal{M}\) is a proper map.

**Proof.** The proof is analogous to the proof of Theorem 5.2. \(\square\)

### 5.1. Mapping the Optimal Partition.

Based on the analysis described in the proof of Theorem 5.2, one can develop the mapping for the optimal partitions. Based on the sign of the eigenvalues, if positive, their corresponding eigenvectors generate the subspaces \(\mathcal{B}\) and \(\mathcal{N}\), and if zero, to subspace \(\mathcal{T}\) of the optimal partition of SDO. First, we consider mapping starting from the dual side as discussed in Section 3.4 and Section 4.4. The summary of optimal partition mapping on the dual side is presented in Table 1, where \(e_j^i\) represents the \(j\)th eigenvector corresponding to \(\lambda_j\) for the semidefinite cone \(i\). A similar analysis can be conducted for the primal side derivation, where matrix \(X\) has an arrow-head structure, and we represent matrix \(S\) using zero, rank-one or full-rank matrices, based on the position of vector \(s\) in the second-order cone. The optimal partition mapping is presented in Table 2.

We can see that the results of mapping the optimal partition for the two sides are different. We observe identical outcomes for partitions \(\mathcal{R}, \mathcal{N}, \mathcal{T}_1\), which was predictable as they include the simple case where at least one of the variables \(\bar{x}\) and \(\bar{s}\) is zero. However, a notable difference arises for the \(\mathcal{R}, \mathcal{T}_2\), and \(\mathcal{T}_3\) partitions depending on whether the dual or the primal variable’s representation is forced to be arrow-head.

Consider partition \(\mathcal{R}\), where both \(\bar{x}\) and \(\bar{s}\) are on the non-zero boundary of the second-order cone. Adopting the dual (primal) side approach, variable \(\bar{s}\) (\(\bar{x}\)) will have an arrow-head representation, and the other has a rank-one representation. We have seen in Example 2.3, that this partition is where complementarity will not be preserved if we apply arrow-head representation.
<table>
<thead>
<tr>
<th>$\bar{B}$</th>
<th>$\bar{N}$</th>
<th>$\bar{T}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>${e^1, \ldots, e^n}$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>$\emptyset$</td>
<td>${e^1, \ldots, e^n}$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>${e^i}$</td>
<td>${e^i}$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>${e^1, \ldots, e^n}$</td>
</tr>
<tr>
<td>${e^i}$</td>
<td>$\emptyset$</td>
<td>${e^i, \ldots, e^n}$</td>
</tr>
<tr>
<td>$\emptyset$</td>
<td>${e^i, \ldots, e^n}$</td>
<td>${e^i}$</td>
</tr>
</tbody>
</table>

**Table 2. The Primal Side Optimal Partition Mapping**

<table>
<thead>
<tr>
<th>$\bar{B}$</th>
<th>$\bar{N}$</th>
<th>$\bar{T}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>${e^1, \ldots, e^n}$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>$\emptyset$</td>
<td>${e^1, \ldots, e^n}$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>${e^i, \ldots, e^n}$</td>
<td>${e^i}$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>${e^i, \ldots, e^n}$</td>
</tr>
<tr>
<td>${e^i, \ldots, e^n}$</td>
<td>$\emptyset$</td>
<td>${e^i}$</td>
</tr>
<tr>
<td>$\emptyset$</td>
<td>${e^i}$</td>
<td>${e^i, \ldots, e^n}$</td>
</tr>
</tbody>
</table>

on both primal and dual sides. While our derivations guarantee feasibility and duality, we can see that complementarity is also preserved as the arrow-head matrix has only a zero eigenvalue, while the rank-one matrix has only one non-zero. For partitions $\bar{T}_2$ and $\bar{T}_3$, the difference in tables simply comes from which variable is non-zero and its corresponding arrow-head representation eigenvalues.

From the geometric point of view, we can see that for partitions $\bar{B}$ and $\bar{N}$, where the respective solution is in the interior of the second-order cone, the mapped solution is in the interior of the semidefinite cone. For partition $\bar{R}$, we observe that the solution pair, which both are on the non-zero boundary of the second-order cone, is mapped to a face of the semidefinite cone. For partition $\bar{T}_1$, the zero solution pair is mapped to the origin. Finally, for partitions $\bar{T}_2$ and $\bar{T}_3$, the solutions are on the boundary of the second-order cone in the primal and dual, respectively. We can see that the result of the mapping is a face of the semidefinite cone, for both cases, depending on whether the primal or dual variable is on the boundary of the second-order cone.

**6. Conclusion**

In this paper, we study the relationship between a SOCO problem and its SDO representation. Knowing about the fact that SOCO can be considered as a special case of SDO, we extend
the literature by investigating both the primal and the dual side SDO representations of a SOCO problem. We demonstrate that using arrow-head matrix transformation on the primal or dual SOCO problem does not result in an arrow-head matrix variable on its dual. In fact, nothing forces the dual variable to be arrow-head. We usually end up with dense matrices which can be represented by either rank-one or full rank mappings, based on the position of SOCO solutions in the second-order cone. We propose low-rank to full rank mappings which are admissible, meaning that they preserve feasibility and objective function value. First of all, these mappings are not unique. One can come up with different mappings that satisfy these conditions. In addition, the dense structure of mapped solutions gives us an intuition about why solving SOCO as a SOCO problem is more efficient than solving it as an SDO problem. In the SDO representation, we have to deal with dense matrices when solving the SDO counterpart. Furthermore, we investigated the relationship between the optimal partitions of these problems. The optimal partition of SOCO is an index-based partition, while that of SDO is a subspace-based partition. We discussed how these partitions map to each other based on the eigenvalue analysis of mapped solutions.

The theoretical study of the relationship between SOCO and its SDO counterparts remains with some questions. One interesting question to look into is to study how degeneracy and singularity degree properties are affected throughout mappings.
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APPENDIX A. PROOF OF THEOREM 3.1

Proof. To prove that the presented mapping in Theorem 3.1 is admissible, we need to show that it complies with the definition of admissible mapping, i.e. preservation of feasibility and the objective function value.

Step 1. First, we show that if \((\tilde{y};\tilde{s}) \in \mathcal{F}_{\mathcal{P}D_{SDO}}^{-1}\), then matrix \(X\) as defined in Theorem 3.1, belongs to \(\mathcal{F}_{\mathcal{P}D_{SDO}}\). By construction, \(X\) is positive semidefinite, and we need to just show that 
\[
\text{Tr}(\tilde{A}_iX) = b_i.
\]
Based on the construction of \(X\) and feasibility of \(\tilde{x}\), i.e., \(A\tilde{x} = b\), we have
\[
\text{Tr}(\tilde{A}_iX) = a_{i1}(\sum_{i=1}^{n} X_{ii}) + 2a_{i2}X_{12} + \ldots + 2a_{in}X_{1n}
\]
\[
= a_{i1}x_1 + a_{i2}x_2 + \ldots + a_{in}x_n = b_i.
\]

Step 3. It is obvious that \(b^T\tilde{y} = b^Ty\). Similar to step 2, we have
\[
\text{Tr}(\tilde{C}X) = c_1(\sum_{i=1}^{n} X_{ii}) + 2c_2X_{12} + \ldots + 2c_nX_{1n}
\]
\[
= c_1x_1 + c_2x_2 + \ldots + c_nx_n = c^T\tilde{x}.
\]

Step 4. In this step, we show that if \(X \in \mathcal{F}_{\mathcal{P}D_{SDO}}\), then \(\tilde{x} \in \mathcal{F}_{\mathcal{P}D_{SDO}}^{-1}\). Suppose that \(X \in \mathcal{F}_{\mathcal{P}D_{SDO}}\), then it is positive semidefinite. We need to show that \(\tilde{x} \in \mathcal{L}^n\). To do so, we utilize that in a positive semidefinite matrix every principal submatrix, in particular every 2-by-2 submatrix is positive semidefinite [6]. Thus,
\[
|X_{ij}| \leq \sqrt{X_{ii}X_{jj}} \quad \text{for all } i = 1, \ldots, n \text{ and for all } j = 1, \ldots, n.
\]
Thus, we have
\[
X_{12}^2 + X_{13}^2 + \ldots + X_{1n}^2 \leq (X_{11}X_{22}) + (X_{11}X_{33}) + \ldots + (X_{11}X_{nn}) \quad \text{(A.1)}
\]
\[
\leq X_{11}(X_{22} + X_{33} + \ldots + X_{nn}), \quad \text{(A.2)}
\]
\[
\sqrt{X_{12}^2 + X_{13}^2 + \ldots + X_{1n}^2} \leq \sqrt{X_{11}(X_{22} + X_{33} + \ldots + X_{nn})} \quad \text{(A.3)}
\]
\[
\leq \frac{X_{11} + X_{22} + X_{33} + \ldots + X_{nn}}{2}, \quad \text{(A.4)}
\]
where (A.4) is derived using the arithmetic-geometric mean inequality. The expression can be rewritten as

\[ \sum_{i=1}^{n} X_{ii} \geq 2 \sqrt{X_{12}^2 + X_{13}^2 + \ldots + X_{1n}^2} \]

or simply,

\[ \sum_{i=1}^{n} X_{ii} \geq \sqrt{(2X_{12})^2 + (2X_{13})^2 + \ldots + (2X_{1n})^2}, \]

which shows that \( \bar{x} \in \mathcal{L}^n \). Now, we need to prove that \( A\bar{x} = b \). Thus, we have

\[ A_i \bar{x} = a_{i1} \bar{x}_1 + a_{i2} \bar{x}_2 + \ldots + a_{in} \bar{x}_n \quad \text{for all } i = 1, \ldots, m, \]

\[ = a_{i1} \left( \sum_{i=1}^{n} X_{ii} \right) + a_{i2} (2X_{12}) + \ldots + a_{in} (2X_{1n}) \]

\[ = \text{Tr}(A_i X) = b_i. \]

**Step 5.** Finally, we need to show that if \((y, S) \in \mathcal{F}_{\mathcal{D}_\mathcal{P}^{SDO}}\), then \((\bar{y}; \bar{s}) \in \mathcal{F}_{\mathcal{D}_1^{SOCO}}\). As \((y, S) = (\bar{y}, \text{Arw}(\bar{s}))\), according to [1], we know that \( S = \text{Arw}((\bar{s}) \succeq 0, \implies \bar{s} \in \mathcal{L}^m \). Then, the only property that remains to prove is that \( \sum_{i=1}^{m} \bar{y}_i A_i + S = C \). By feasibility of \((y, S)\), we know that \( \sum_{i=1}^{n} y_i \tilde{A}_i + S = \tilde{C} \), i.e.,

\[
\begin{bmatrix}
\sum_{i=1}^{n} \bar{y}_i a_{i1} + \bar{s}_1 \\
\sum_{i=1}^{n} \bar{y}_i a_{i2} + \bar{s}_2 \\
\vdots \\
\sum_{i=1}^{n} \bar{y}_i a_{in} + \bar{s}_n
\end{bmatrix}
\begin{bmatrix}
\bar{c}_1 \\
\bar{c}_2 \\
\vdots \\
\bar{c}_n
\end{bmatrix}
= \begin{bmatrix}
c_1 & c_2 & \ldots & c_n \\
c_2 & c_1 & & \\
\vdots & \vdots & \ddots & \\
c_n & & & c_1
\end{bmatrix},
\]

where each element of the matrix is a constraint in \( \mathcal{F}_{\mathcal{D}_1^{SOCO}} \) which means \( \sum_{i=1}^{m} \bar{y}_i A_i + \bar{s} = C \).

Considering all the previous steps, we conclude that the presented mapping in Theorem 3.1 is an admissible mapping. \( \Box \)

**APPENDIX B. PROOF OF THEOREM 3.6**

**Proof.** A rank-\( n \) mapping of \( \bar{x} \) can be constructed by Algorithm 1.
Algorithm 1 Full Rank Mapping

\[ \pi^1 = \bar{x}, \]

Choose sufficiently small \( \varepsilon \)

for \( k = 1 : n - 1 \) do

\[ \tau^k \leftarrow \frac{\pi^k}{2} \]

\[ \left\{ \begin{array}{ll}
\pi_{k+1}^1 = \pi_{k+1}^1 + \varepsilon & \text{if } \pi_{k+1}^1 \geq 0 \\
\pi_{k+1}^k = \pi_{k+1}^k - \varepsilon & \text{if } \pi_{k+1}^k < 0
\end{array} \right. \]

Calculate

\[ \beta^k = \frac{1}{2\sqrt{\frac{\tau_1^k + \hat{\delta}^k}{2}}} (\tau_1^k + \hat{\delta}, \tau_2^k, ..., \tau_n^k)^T, \]

where \( \hat{\delta} = \sqrt{(\tau_1^k)^2 - ||\pi_{2:n}^k||^2} \).

\[ \pi^{k+1} = \pi^k - \tau^k \]

end for

Calculate

\[ \beta^n = \frac{1}{2\sqrt{\frac{\tau_1^n + \hat{\delta}^n}{2}}} (\pi_1^n + \hat{\delta}^n, \pi_2^n, ..., \pi_n^n)^T, \]

where \( \hat{\delta}^n = \sqrt{(\pi_1^n)^2 - ||\pi_{2:n}^n||^2} \).

If \( ||\pi_{2:n}^k|| < \pi_1^k \) for all \( k \), then we have

\[ 0 < \frac{||\pi_{2:n}^k||}{2} < \pi_1^k < \pi_1^k < \frac{\pi_{2:n}^k}{2} \leq \pi_1^k, \]

\[ \left\{ \begin{array}{ll}
\pi_j^k \leq \pi_j^k & \text{if } \pi_j^k \geq 0 \\
\pi_j^k \geq \pi_j^k & \text{if } \pi_j^k < 0
\end{array} \right. \]

We need to show that in all loops \( ||\pi_{2:n}^k|| < \pi_1^k \). For \( k = 1 \) this holds since \( ||\bar{x}_{2:n}|| < \bar{x}_1 \). Using induction, we need to prove \( ||\pi_{2:n}^{k+1}|| < \pi_1^{k+1} \) assuming \( ||\pi_{2:n}^k|| < \pi_1^k \). We have

\[ \pi_1^{k+1} - ||\pi_{2:n}^{k+1}|| = (\pi_1^k - \pi_1^k) - (||\pi_j^k - \pi_j^k||_{2:n}) \geq \pi_1^k - ||\pi_{2:n}^k|| > 0. \]

Thus, \( \pi_1^k > ||\pi_{2:n}^k|| \) for all \( k \). The proposed MR is also admissible since

\[ \sum_{j=1}^{n} MR_{jj} = \sum_{k=1}^{n} \sum_{j=1}^{n} (\beta_j^k)^2 = \bar{x}_1, \]

\[ MR_{1j} = \sum_{k=1}^{n} \beta_j^k \beta_1^k = \frac{\bar{x}_j}{2}. \]

We need to prove that the generated \( \beta^k \) vectors are linearly independent. We have

\[ \beta^k = \frac{1}{2\sqrt{\frac{\tau_1^k + \hat{\delta}^k}{2}}} (\tau_1^k + \hat{\delta}, \tau_2^k, ..., \tau_n^k)^T, \]

where \( \hat{\delta}^k = \sqrt{(\tau_1^k)^2 - ||\pi_{2:n}^k||^2} \).
Let us define the matrix
\[ \mathbb{B} = \begin{bmatrix} \tau_1^1 + \hat{\delta}^1 & \tau_1^2 + \hat{\delta}^2 & \ldots & \tau_1^n + \hat{\delta}^n \\ \tau_1^1 & \tau_1^2 & \ldots & \tau_1^n \\ \vdots & \vdots & \ddots & \vdots \\ \tau_n^1 & \tau_n^2 & \ldots & \tau_n^n \end{bmatrix}. \]

We still need to prove that \( \mathbb{B} \) has full rank. Now, w.l.o.g. we may assume that \( x \geq 0 \). One can easily extend the following proof to general \( x \). Then we have

\[ \mathbb{B} = \begin{bmatrix} \pi_1^1 + \hat{\delta}^1 & \pi_1^2 + \hat{\delta}^2 & \ldots & \pi_1^n + \hat{\delta}^n \\ \pi_1^1 & \pi_1^2 & \ldots & \pi_1^n \\ \vdots & \vdots & \ddots & \vdots \\ \pi_n^1 & \pi_n^2 & \ldots & \pi_n^n \end{bmatrix} \]

\[ = \begin{bmatrix} \frac{\pi_1}{2} + \hat{\delta}^1 & \frac{\pi_1}{4} + \hat{\delta}^2 & \ldots & \frac{\pi_1}{(2)^n} + \hat{\delta}^n \\ \frac{\pi_1}{2} & \frac{\pi_1}{4} & \ldots & \frac{\pi_1}{(2)^n} \\ \vdots & \vdots & \ddots & \vdots \\ \frac{\pi_n}{2} & \frac{\pi_n}{4} & \ldots & \frac{\pi_n}{(2)^n} \end{bmatrix} \]

\[ = \begin{bmatrix} \frac{\xi_1}{2} & \frac{\xi_1}{4} & \ldots & \frac{\xi_1}{(2)^n} \\ \frac{\xi_2}{2} & \frac{\xi_2}{4} & \ldots & \frac{\xi_2}{(2)^n} \\ \vdots & \vdots & \ddots & \vdots \\ \frac{\xi_n}{2} & \frac{\xi_n}{4} & \ldots & \frac{\xi_n}{(2)^n} \end{bmatrix} \begin{bmatrix} \delta^1 & \delta^2 & \ldots & \delta^{n-1} & \delta^n \\ \epsilon & -\frac{\epsilon}{2} & \ldots & -\frac{\epsilon}{(2)^{n-2}} & -\frac{\epsilon}{(2)^{n-1}} \\ 0 & \epsilon & \ldots & \frac{\epsilon}{(2)^{n-3}} & \frac{\epsilon}{(2)^{n-2}} \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \ldots & \epsilon & -\frac{\epsilon}{(2^n)} \end{bmatrix}, \]

where

\[ \begin{bmatrix} \hat{\delta}^1 \\ \hat{\delta}^2 \\ \vdots \\ \hat{\delta}^n \end{bmatrix} = \begin{bmatrix} \sqrt{\left(\frac{\xi_1}{2}\right)^2 - \left(\frac{\xi_2}{2} + \epsilon\right)^2 - \left(\frac{\xi_3}{2}\right)^2 - \cdots - \left(\frac{\xi_n}{2}\right)^2} \\ \sqrt{\left(\frac{\xi_1}{4}\right)^2 - \left(\frac{\xi_2}{4} + \epsilon\right)^2 - \left(\frac{\xi_3}{4}\right)^2 - \cdots - \left(\frac{\xi_n}{4}\right)^2} \\ \vdots \\ \sqrt{\left(\frac{\xi_1}{(2)^n}\right)^2 - \left(\frac{\xi_2}{(2)^n} + \epsilon\right)^2 - \left(\frac{\xi_3}{(2)^n}\right)^2 - \cdots - \left(\frac{\xi_n}{(2)^n}\right)^2} \end{bmatrix}. \]
By doing row eliminations on both matrices to sparsify the second matrix, we get
\[
\begin{bmatrix}
\frac{x_1}{2} & 2\frac{x_1}{4} & \cdots & n\frac{x_1}{(2)^n} \\
\frac{x_2}{2} & 2\frac{x_2}{4} & \cdots & n\frac{x_2}{(2)^n} \\
\frac{x_3}{2} & 2\frac{x_3}{4} & \cdots & n\frac{x_3}{(2)^n} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{x_n}{2} & 2\frac{x_n}{4} & \cdots & n\frac{x_n}{(2)^n}
\end{bmatrix}
+ \begin{bmatrix}
0 & 0 & \cdots & 0 & \tilde{\delta}^1 \\
\varepsilon & 0 & \cdots & 0 \\
0 & \varepsilon & \cdots & 0 \\
0 & 0 & \cdots & \varepsilon \\
0 & 0 & \cdots & 0
\end{bmatrix},
\]
where
\[
\tilde{\delta} = \frac{\delta^1}{(2)^{n-1}} + \frac{\delta^2}{(2)^{n-2}} + \cdots + \frac{\delta^{n-1}}{2} + \delta^n.
\]

As we can see, \(\tilde{\delta}\), as the sum of strictly positive numbers, is strictly positive, and the matrix has full rank. By choosing small \(\varepsilon\), we can show that \(\mathbb{B}\) has full rank. The last piece is to find an appropriate value for \(\varepsilon\). We need to choose \(\varepsilon\) so that
\[
(\frac{x_1}{2})^2 - (\frac{x_2}{2} + \varepsilon)^2 - (\frac{x_3}{2})^2 - \cdots - (\frac{x_n}{2})^2 > 0,
\]
\[
(\frac{x_1}{4})^2 - (\frac{x_2}{4} - \frac{\varepsilon}{2})^2 - (\frac{x_3}{4} + \varepsilon)^2 - \cdots - (\frac{x_n}{4})^2 > 0,
\]
\[
\vdots
\]
\[
(\frac{x_1}{(2)^n})^2 - (\frac{x_1}{(2)^n} - \frac{\varepsilon}{(2)^{n-1}})^2 - (\frac{x_3}{4} - \frac{\varepsilon}{(2)^{n-1}})^2 - \cdots - (\frac{x_n}{(2)^n} - \frac{\varepsilon}{2})^2 > 0.
\]

Let \(\rho = (\overline{x}_1)^2 - \sum_{i=2}^{n}(\overline{x}_i)^2 > 0\). Then, we have
\[
4\varepsilon^2 + 4\overline{x}_2\varepsilon - \rho < 0,
\]
\[
20\varepsilon^2 + (8\overline{x}_3 - 4\overline{x}_2)\varepsilon - \rho < 0,
\]
\[
\vdots
\]

Since the second derivatives of all quadratic forms in these inequalities are positive, they are convex. Since coefficients of \(\varepsilon^2\) and \(\rho\) are strictly positive, they have two distinct roots. Thus, any epsilon in the intersection of all these intervals satisfies the required conditions. The intersection of them is non-empty since we have a valid choice \(\varepsilon = \frac{\overline{x}_1 - \|\overline{x}_2\|}{2(n-1)}\) as discussed in Section 3.3.

Appendix C. Proof of Theorem 4.1

Proof. Proof is similar to that of Theorem 3.1, showing that under the proposed setting \((\overline{x}, \overline{y}; \overline{z})\) and \((X, y, S) = \mathcal{M}(\overline{x}, \overline{y}; \overline{z})\) satisfy the primal and dual constraints and preserves the objective function value. To this end, we need to take the following steps.

**Step 1.** First, we show that if \(\overline{x} \in \mathcal{F}_{\mathcal{P}Soco}^{n}\), then \(X = \text{Arw}(\overline{x}) \in \mathcal{F}_{\mathcal{P}SDO}^{n}\). First, we know that since \(\overline{x} \in \mathcal{L}^n\), then \(X = \text{Arw}(\overline{x}) \succeq 0\). Next, we need to show that \(X\) satisfies the SDO primal
The second equality represents the product of \( i \)th row of matrix \( A \) and vector \( \vec{x} \). Hence, we can conclude that \( X \) satisfies the SDO primal constraint.

**Step 2.** Next, we show that if \( (\vec{y}, \vec{S}) \in \mathcal{P}_\text{SOCO} \), then \( (y, S) \in \mathcal{P}_\text{SDO} \). By definition and using \( u \) and \( w \) in the construction of \( S \), we have \( S \succeq 0 \). Next, we need to show that \( S \) satisfies the constraint of \( \mathcal{P}_\text{SDO} \). Thus, since \( (\vec{y}, \vec{S}) \) is feasible for \( \mathcal{P}_\text{SOCO} \), i.e. \( \sum_{i=1}^{m} \vec{y}_i a_{ij} + \vec{S}_j = c_j \) for all \( j = 1, \ldots, n \), we can write

\[
\begin{align*}
\sum_{i=1}^{m} y_i \vec{A}_i + \sum_{h \neq 1, h \leq 1} w_{hi} \vec{A}_{hi} + \sum_{k=2}^{n} u_k \vec{A}_k + S &= \\
&= \begin{bmatrix}
\frac{1}{n} \sum_{i=1}^{m} y_i a_{i1} & \frac{1}{n} \sum_{i=1}^{m} y_i a_{i2} & \cdots & \frac{1}{n} \sum_{i=1}^{m} y_i a_{in} \\
\frac{1}{n} \sum_{i=1}^{m} y_i a_{i2} & \frac{1}{n} \sum_{i=1}^{m} y_i a_{i1} & & \\
\vdots & & \ddots & \\
\frac{1}{n} \sum_{i=1}^{m} y_i a_{in} & \frac{1}{n} \sum_{i=1}^{m} y_i a_{i1} & & \frac{1}{n} \sum_{i=1}^{m} y_i a_{i2}
\end{bmatrix} + \\
&+ \begin{bmatrix}
\sum_{k=2}^{n} u_k & 0 & \cdots & \cdots & 0 \\
0 & -u_2 & 0 & \cdots & 0 \\
\vdots & & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & -u_i & \ddots \\
0 & \cdots & \cdots & \cdots & 0 \\
\end{bmatrix} + \\
&+ \begin{bmatrix}
\frac{5}{n} \sum_{k=2}^{n} u_k & \frac{5}{2} & \cdots & \cdots & \frac{5}{2} \\
\frac{5}{2} & \frac{5}{n} + u_2 & -w_{23} & \cdots & -w_{2n} \\
\vdots & -w_{23} & \frac{5}{n} + u_3 & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\frac{5}{2} & -w_{2n} & \cdots & -w_{(n-1)n} & \frac{5}{n} + u_n
\end{bmatrix} + \\
&+ \begin{bmatrix}
\frac{1}{2} c_1 & \frac{1}{2} c_2 & \cdots & \frac{1}{2} c_n \\
\frac{1}{2} c_2 & \frac{1}{n} c_1 & \cdots & \vdots \\
\vdots & \cdots & \cdots & \vdots \\
\frac{1}{2} c_n & \frac{1}{n} c_1 & & \frac{1}{2} c_1
\end{bmatrix} = \vec{C}.
\end{align*}
\]
Step 3. It is obvious that $b^T \bar{y} = b^Ty$. Similar to step 1, we have
\[
\text{Tr}(\bar{C}X) = \frac{1}{n} c_1 \left( \sum_{i=1}^{n} X_{ii} \right) + \frac{2}{2} c_2 X_{12} + \ldots + \frac{2}{2} c_n X_{1n} \\
= c_1 \bar{x}_1 + c_2 \bar{x}_2 + \ldots + c_n \bar{x}_n \\
= c^T \bar{x}.
\]

Step 4. In this step, we need to show that if $X \in \mathcal{F}_\text{SDO}^p$, then $\bar{x} \in \mathcal{F}_\text{SOCO}^1$. To this end, we know that as $X = \text{Arw}(\bar{x})$ is positive semidefinite, then $\bar{x} \in \mathcal{L}^n$. Next, we need to show that $A\bar{x} = b$. Thus, we have
\[
A_i \bar{x} = a_{i1} \bar{x}_1 + a_{i2} \bar{x}_2 + \ldots + a_{in} \bar{x}_n \\
= \frac{1}{n} a_{i1} (n \bar{x}_1) + 2 \left( \frac{1}{2} a_{i2} \right) \bar{x}_2 + \ldots + 2 \left( \frac{1}{2} a_{in} \right) \bar{x}_n \\
= \text{Tr}(\bar{A}_i X) = b_i, \quad \text{for all } i = 1, \ldots, m.
\]

Step 5. Finally, we need to show that if $(y, S) \in \mathcal{F}_\text{SDO}^p$, then $(\bar{y}, \bar{S}) \in \mathcal{F}_\text{SOCO}^1$. Suppose that $S \in \mathcal{F}_\text{SDO}^p$, then it is positive semidefinite. We need to show that $\bar{s} \in \mathcal{L}^n$. To do so, recall that in a positive semidefinite matrix every principal submatrix, in particular every 2-by-2 submatrix is positive semidefinite [6]. Thus,
\[
|S_{ij}| \leq \sqrt{S_{ii}S_{jj}} \quad \text{for all } i = 1, \ldots, n \text{ and for all } j = 1, \ldots, n.
\]
Thus, we have
\[
S_{12}^2 + S_{13}^2 + \ldots + S_{1n}^2 \leq (S_{11}S_{22}) + (S_{11}S_{33}) + \ldots + (S_{11}S_{nn}) \quad (C.1) \\
\leq S_{11}(S_{22} + S_{33} + \ldots + S_{nn}), \quad (C.2) \\
\sqrt{S_{12}^2 + S_{13}^2 + \ldots + S_{1n}^2} \leq \sqrt{S_{11}(S_{22} + S_{33} + \ldots + S_{nn})} \leq \frac{S_{11} + S_{22} + S_{33} + \ldots + S_{nn}}{2}, \quad (C.3) \\
\]
where (C.4) is derived using the arithmetic-geometric mean inequality. The expression can be rewritten as
\[
\sum_{i=1}^{n} S_{ii} \geq 2 \sqrt{S_{12}^2 + S_{13}^2 + \ldots + S_{1n}^2} \\
= \sqrt{(2S_{12})^2 + (2S_{13})^2 + \ldots + (2S_{1n})^2},
\]
or simply,
\[
\bar{s}_1 \geq \sqrt{(\bar{s}_2)^2 + \ldots + (\bar{s}_n)^2} = ||\bar{s}_{2:n}||_2,
\]
which according to definition of (4.1) shows that $\bar{s} \in \mathcal{L}^n$. Next, we need to show that vector
\[
\bar{s} = \begin{bmatrix}
    c_1 - \sum_{i=1}^{m} y_i a_{i1} \\
    \vdots \\
    c_n - \sum_{i=1}^{m} y_i a_{in}
\end{bmatrix}
\]
satisfies the SOCO dual constraint. This is obvious since each entry of this vector is equal to the corresponding entry of vector $\bar{s}$ in the definition of $\mathcal{F}_\text{SOCO}^1$. □